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Introduction

1 Projected sets and measures on R
n

The behaviour of dimensions of sets and measures under projections has
been studied for decades. The first theorems on this topic concentrated on
the Hausdorff dimension of projections of sets onto lines in the plane. Later,
these results were generalized to higher-dimensional spaces, and, finally, cor-
responding theorems were proven for the Hausdorff dimension of measures.
Similar results were later proven for the packing dimension of sets and mea-
sures.

The following theorem is the most fundamental of the projection results.
It was first proven for planar sets by Marstrand [Mar] in the 1950’s. Kaufman
[K] reproved Marstrand’s theorem, and, finally, Mattila [Mat1] generalized it
to higher dimensions. Here dimH stands for the Hausdorff dimension, n and
m are integers with 0 < m < n, G(n,m) is the Grassmann manifold of all
m-dimensional subspaces of R

n, PV : R
n → V is the orthogonal projection

onto V ∈ G(n,m), and γn,m is the unique orthogonally invariant Radon
probability measure on G(n,m).

Theorem 1.1. When A ⊂ R
n is a Borel set,

dimH PV (A) = min{dimH A, m}

for γn,m- almost all V ∈ G(n,m).

Marstrand’s proof for Theorem 1.1 in the planar case was geometric.
Later, Kaufman [K] proved the same result by using potential-theoretic meth-
ods. Also Mattila’s proof for the general case is based on the potential-
theoretic approach.

One of the key concepts in potential theory is the energy of a measure.
The α-energy of a finite Borel measure µ on a metric space (X, d) is

Iα(µ) :=

∫

X

∫

X

1

d(x, y)α
dµ(x) dµ(y).

The Hausdorff dimension of a set and the energies of measures supported
on it are tied together; by Frostman’s lemma (see [Mat2], Theorem 8.9.) we
know that for a Borel set A ⊂ R

n

dimH A = sup{s : there is a compactly supported measure µ

on A such that 0 < µ(A) <∞ and Is(µ) <∞}.
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The concepts of the energy and the Hausdorff dimension of a measure are
also closely related. For f : X → [ −∞,∞] we set

µ- ess inf
x∈X

f(x) = sup{s ∈ [−∞,∞] : f(x) ≥ s for µ- almost all x ∈ X},

and B(x, r) is the closed ball with radius r > 0 centered at x ∈ X. We define
the Hausdorff dimension of a finite Borel measure µ on a metric space (X, d)
to be

dimH µ = µ- ess inf
x∈X

(
lim inf

r→0

log µ(B(x, r))

log r

)

= inf{dimH A : A is a Borel set with µ(A) > 0}.

From the definitions we immediately get that if Iα(µ) < ∞ for some α > 0,
then dimH µ ≥ α. On the other hand, if there is a constant C > 0 such that
µ(B(x, r)) ≤ Crα for all x ∈ X and r > 0, which is a rather strong condition
that implies dimH µ ≥ α, then Iα(µ) <∞.

To state the analogous result to Theorem 1.1 for measures we have to
define some new concepts. If µ is a measure on X, its image under a mapping
f : X → Y is denoted by fµ, and for A ⊂ Y fµ(A) = µ(f−1(A)). When
µ and ν are measures, µ ≪ ν means that µ is absolutely continuous with
respect to ν. Finally, Hm|V is the restriction of Hm to a subset V ⊂ R

n, and
Hm|V (A) = Hm(V ∩ A) for A ⊂ R

n.

Theorem 1.2. Let µ be a finite Borel measure on R
n. Then

dimH PV µ = min{dimH µ, m}

for γn,m- almost all V ∈ G(n,m). In addition, if dimH µ > m, then

PV µ≪ Hm|V

for γn,m- almost all V . Moreover, if Im(µ) <∞, then

PV µ≪ Hm|V with the Radon-Nikodym derivative in L2(V,Hm|V )

for γn,m- almost all V .

Theorem 1.2 was proven by Hu and Taylor in [HT].

The behaviour of the packing dimension under projections is not as straight-
forward as that of the Hausdorff dimension. Whilst the Hausdorff dimension
of a set or a measure is preserved under almost all projections, the packing di-
mension may decrease for almost all of them. However, in [FH] Falconer and
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Howroyd proved that the packing dimension of the projected set or measure
will be the same for almost all projections. To show this, they introduced
a new packing-type dimension, a k-dimensional packing dimension in R

n.
The usual (lower) packing dimension, dimp, of a finite Borel measure µ on a
metric space (X, d) is defined to be

dimp µ = µ- ess inf
x∈X

(
lim sup

r→0

log µ(B(x, r))

log r

)

= inf{dimpA : A is a Borel set with µ(A) > 0}.

The new dimension, dimk, is defined by means of the convolution of the
measure with a k-dimensional kernel. For a finite Borel measure µ on a
metric space (X, d) and k ∈ N, let

F µ
k (x, r) :=

∫

X

min{1, rkd(x, y)−k} dµ(y) = krk

∫
∞

r

µ(B(x, h))

hk+1
dh.

Then we define

dimk µ = µ- ess inf
x∈X

(
lim sup

r→0

logF µ
k (x, r)

log r

)
.

For Borel sets A ⊂ R
n we set

dimk A := sup{dimk µ : µ is a compactly supported,

finite Borel measure on A}.

The projection results by Falconer and Howroyd state the following:

Theorem 1.3. Let µ be a finite Borel measure on R
n, and let A ⊂ R

n be a
Borel set. Then

dimp PV µ = dimm µ and dimp PVA = dimmA

for γn,m- almost all V ∈ G(n,m).

In the late 90’s the behaviour of different dimensions of measures under
more general families of mappings was studied. For q > 1 the q-dimension of
a Borel measure µ on R

n is defined to be

Dq(µ) = sup
{
s :

∫

Rn

(∫

Rn

dµ(y)

|x− y|s

)q−1

dµ(x) <∞
}
.

When q = 2, the integral in the formula is just Is(µ). In [HK] Hunt and
Kaloshin showed that if µ is a compactly supported Borel probability measure
on R

n and 1 < q ≤ 2, then

Dq(Lµ) = min{m,Dq(µ)}
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for almost every linear map L : R
n → R

m (in the sense of the Lebesgue
measure on the space of m × n matrices). Sauer and Yorke proved the
preservation of the 2-dimension and the Hausdorff dimension for more general
function families. Their results in [SY] state that for compactly supported
Borel probability measures µ on R

n,

D2(gµ) = D2(µ), if D2(µ) ≤ m and

dimH gµ = dimH µ, if dimH µ ≤ m

for almost every C1 function g : R
n → R

m. One difficulty in proving such
results as this is the fact that there is no simple substitute for the Lebesgue
measure in the infinite-dimensional space C1(Rn,Rm). Sauer and Yorke use
the notion of prevalence to handle this problem. A Borel set A ⊂ X is
called prevalent if there exists a probability measure µ on X such that
µ(X \ A + x) = 0 for every x ∈ X. In particular, prevalent sets are also
dense.

The aforementioned theorems 1.1, 1.2 and 1.3 are the foundation of the
measure-theoretic projection theory. In this dissertation we will generalize
these results to more general spaces and projection families.

2 Projected measures on manifolds and transver-

sality

2.1 The work of Ledrappier and Lindenstrauss

In [LL] Ledrappier and Lindenstrauss studied the behaviour of the Haus-
dorff dimension under the projection from the unit tangent bundle of a two-
dimensional Riemann manifold onto the base manifold. They were able to
prove the following theorem:

Theorem 2.1. Let M be a compact two-dimensional Riemann manifold, let
µ be a Radon probability measure on the unit tangent bundle SM , and let
Π: SM → M be the natural projection. If µ is invariant under the geodesic
flow, then the following statements are true:

(a) If dimH µ ≤ 2, then dimH Πµ = dimH µ.

(b) If dimH µ > 2, then Πµ≪ H2.

Moreover, if Iα(µ) <∞ for some α > 2, then the Radon-Nikodym derivative
of Πµ is in L2(M,H2).
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This theorem looks pretty similar to Theorem 1.2. The interesting differ-
ence is the fact that Theorem 1.2 says nothing about any specific projection,
it just tells that something is true for almost all of them. Projection results
are usually of this nature. On the other hand, the theorem by Ledrappier and
Lindenstrauss gives us the information on one particular projection. At first
glance this is somewhat surprising, but further study of the situation shows
that we can prove the theorem by investigating a suitable family of gener-
alized projections, that is, mappings that are members of a parametrized,
tranversal family.

2.2 Transversality

Generalized projections were studied by Peres and Schlag in [PS]. The
characteristic that is common to all projection-type mappings is transver-
sality. In this work we use the following definition of transversality. Let
0 < m ≤ k, n − 1 be integers and let Q ⊂ R

k be an open and connected
set, the set of the parameters. If P : Q × R

n → R
m, (λ, x) 7→ Pλ(x) is a

continuous mapping, we define for all x 6= y

Φx,y(λ) =
Pλ(x) − Pλ(y)

|x− y|
.

We assume that all partial derivatives ∂η
λP and ∂η

λΦx,y are bounded by con-
stants depending only on η for every η = (η1, . . . , ηk) ∈ N

k. However, the
most important requirement is the existence of a constant CT > 0 such that
for every λ ∈ Q and x, y ∈ R

n, x 6= y

det(DλΦx,y(λ)DλΦx,y(λ)T ) ≥ C2

T , whenever |Φx,y(λ)| ≤ CT . (2.1)

Here DλΦx,y is the matrix of the derivative of Φx,y, A
T is the transpose of

a matrix A, and det stands for the determinant. This condition guarantees
that if points x and y are mapped close to each other compared to their
original distance, then the images Pλ(x) and Pλ(y) will recede fast enough
when we change the parameter λ. A family {Pλ: λ ∈ Q} satisfying the above
conditions is called transversal.

In [PS] Peres and Schlag defined a more general notion of transversality,
the so-called β-transversality. A family {Pλ: λ ∈ Q} is β-transversal if on
top of the boundedness of the derivatives there exists a constant Cβ > 0 such
that for every λ ∈ Q and distinct x, y ∈ R

n the inequality

|Φx,y(λ)| ≤ Cβ|x− y|β

implies that
det(DλΦx,y(λ)DλΦx,y(λ)T ) ≥ C2

β|x− y|2β.
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The condition we are using is a special case of the β-transversality, cor-
responding to the choice β = 0. Peres and Schlag proved several results
concerning the Sobolev dimension of a measure when it is mapped with a
transversal family. The Fourier transform of a finite Borel measure µ on R

n

is denoted by µ̂ and defined as

µ̂(ξ) =

∫

Rn

e−iξ·x dµ(x).

Then the Sobolev (2, γ) norm of µ is

‖µ‖2,γ :=
(∫

Rn

|µ̂(ξ)|2|ξ|2γ dξ
)1/2

,

and the Sobolev dimension of the measure is

dims µ := sup
{
α :

∫

Rn

|µ̂(ξ)|2(1 + |ξ|)α−n dξ <∞
}
.

If 0 < dims µ < n, then dims µ = sup{α : Iα(µ) < ∞}, and thus dimH µ ≥
dims µ. A simplified version of the main result in [PS] can be stated as
follows.

Theorem 2.2. Let {Pλ : λ ∈ Q} be a β-transversal family, and let µ be a
finite Borel measure on R

n. There is a constant c0 > 0 depending only on
m and k such that if Iα(µ) < ∞ for some α > 0, then for every compact
Q′ ⊂ Q ∫

Q′

‖Pλµ‖
2

2,γ dλ ≤ CγIα(µ),

provided that 0 < (m+ 2γ)(1 + c0β) ≤ α. Moreover, if 0 < σ ≤ min{α,m},
then

dim{λ ∈ Q : dims µ ≤ σ} ≤ k + σ −
α

1 + c0β
.

All the projection results for the Hausdorff dimension in Section 1 follow
as corollaries from these more general results. The connections between the
original projection results and the results by Peres and Schlag are discussed
in the extensive survey paper [Mat3].

2.3 Improvements to the work of Ledrappier and Lin-

denstrauss

In their paper, Ledrappier and Lindenstrauss asked if something more could
be said about the smoothness of the projected measure Πµ when Iα(µ) <∞

10



for some α > 2 and if one could generalize the preservation theorem to
higher-dimensional manifolds.

With Esa and Maarit Järvenpää we were able to answer these questions
in [JJLe]. When proving Theorem 2.1, Ledrappier and Lindenstrauss used
the geometry of the plane, and their proof does not give any clues as to what
will happen when the dimension of the base manifold is higher than two. By
approaching the problem from a different direction we reproved Theorem 2.1
using the methods of Peres and Schlag.

The most important single consequence of the invariance of the measure
µ with respect to the geodesic flow is that suitable normalized restrictions µ̃
of the original measure µ can be written as

µ̃ = ψ(ν ×L1),

where ψ is a diffeomorphism from [0, 1]3 to ψ([0, 1]3) ⊂ SM , ν is a probability
measure on [0, 1]2 and L1 is the one-dimensional Lebesgue measure. With
this representation we were able to show that when the projection of µ̃ is
mapped to the plane with a chart ϕ, the measure ϕ(Πµ̃) behaves in the
following way: For all non-negative Borel functions f : R

2 → [0,∞],

∫

R2

f(x, t) d(ϕ(Πµ̃))(x, t) ≍

∫
1

0

∫

R

f(x, t) d(Ptν)(x) dL
1(t), (2.2)

where {
Pt : [0, 1]2 → R : t ∈ [0, 1]

}

is a family of transversal mappings. Here A ≍ B means that there is a
constant c > 0 such that 1

c
A ≤ B ≤ cA. Then the result concerning the

dimension of the projected measure follows from the theorems of Peres and
Schlag.

This approach gives also a hint on why the dimension may decrease in
higher dimensions. Regardless of the dimension n of the base manifold, the
invariance of the original measure always produces a one-dimensional family
of projection-type mappings onto (n − 1)-dimensional planes in 2(n − 1)-
dimensional space. But since the dimension of the collection of (n−1)-planes
in 2(n−1)-dimensional space is (n−1)2 > 1, if n > 2, the family of projections
is incomplete, and the theorem fails. We also give some easy examples to
verify the failure of the preservation of the dimension in higher dimensions.

For a refined smoothness result on the two dimensional case we have to
modify the theorems of Peres and Schlag. We want to show that when we
map the projection of the above mentioned restriction of µ to the plane with
a chart, the resulting measure will have fractional derivatives in L2 provided
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that Iα(µ̃) < ∞ for some α > 2. The aim is to estimate the Sobolev norm
of the projected measure by the energy of the original measure; we want to
find a constant C > 0 such that

‖ϕ(Πµ̃)‖2

2,γ ≤ CIα(µ̃) (2.3)

for all γ < (α− 2)/2. This means that the projected measure has fractional
derivatives of order γ in L2 for all γ < (α−2)/2. To get the desired estimate
we use the Littlewood-Paley composition. Lemma 4.1. from [PS] gives a
Schwartz function ψ : R

n → R such that ψ has vanishing moments of all
orders and for any finite measure ν in R

n and for any γ ∈ R

‖ν‖2

2,γ ≍

∞∑

j=−∞

22jγ

∫

Rn

(ψ2−j ∗ ν)(x) dν(x),

where ψ2−j (x) = 2jnψ(2jx). Here ψ2−j ∗ ν is the convolution of ψ2−j and
measure ν, defined by

(ψ2−j ∗ ν)(x) =

∫

Rn

ψ2−j (x− y) dν(y).

When we plug the projected measure in this formula and use the properties
of ψ several times we are able to get the estimate in (2.3) after longish
calculations.

2.4 The behaviour of the packing dimension

After the results for the Hausdorff dimension the interest turned to the pack-
ing dimension of the projected measure in the two dimensional case. For this
purpose we need to generalize the result by Falconer and Howroyd (Theorem
1.3) to manifolds. We have to choose our setting as follows to be able to get
any estimates. Let (L, dL) be a smooth, bounded l-dimensional Riemannian
manifold equipped with the distance function dL induced by the Riemannian
metric, let (N, dN) be a smooth n-dimensional Riemannian manifold, and let
(M, dM) be a smooth m-dimensional Riemannian manifold. We suppose that
l, n ≥ m so that in our setting L corresponds to G(n,m), and furthermore,
N and M correspond to R

n and R
m, respectively. Let P : L×N →M be a

continuous function such that for all j ∈ {0, 1, . . . } there exists a constant
Cj such that whenever k1 + · · ·+ kl = j,

‖∂k1

λ1
. . . ∂kl

λl
P (λ, x)‖ ≤ Cj

for all (λ, x) ∈ L×N . We later use the notation Pλ(x) = P (λ, x). The basic
assumptions we need are the following:
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(1) There are finite collections {φ, V } and {ϕ, U} of charts on L and M ,
respectively, with the following property: there exists R > 0 such that
for all λ ∈ L and u ∈M

B(λ,R) ⊂ V and B(u,R) ⊂ U

for some V and U .

(2) The Lipschitz constants of the mappings ϕ, ϕ−1, φ, and φ−1 are uni-
formly bounded from above by a positive constant K.

(3) Mapping T : {(x, y, λ) ∈ N2 × L : x 6= y, dM(Pλ(x), Pλ(y)) ≤ R} →
R

m,

Tx,y(λ) =
ϕ ◦ Pλ(x) − ϕ ◦ Pλ(y)

dN(x, y)

is transversal, i.e., there exists a constant CT > 0 such that

det(DλTx,y(λ)(DλTx,y(λ))T ) ≥ CT whenever |Tx,y(λ)| ≤ CT .

We refer to this property also by saying that P is transversal. Moreover,
we assume that

|∂λj
∂λk

(Tx,y)i(λ)| ≤ L <∞

for all j, k ∈ {1, . . . , l}, i ∈ {1, . . . , m}, x, y ∈ N , and λ ∈ L.

With these restrictions we are able to use Lemma 2.1 in [JJN] to estimate
the size of the set of parameters that map two points close to each other and
we get

Theorem 2.3. Let (L, dL), (N, dN) and (M, dM) be as above, and let P : L×
N → M be transversal. If µ is a finite, compactly supported Borel measure
on N , then

dimp Pλµ = dimm µ

for Hl-almost all λ ∈ L.

The proof of Theorem 2.3 can be found from [L]. From this result it
follows by straightforward calculations that if the situation is like in Theorem
2.1, then

dimp Πµ = dim2 µ.
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2.5 Lower dimensional families of projections

As mentioned before, in the setting of Ledrappier and Lindenstrauss the in-
variance of the original measure always produces a one-dimensional family
of projection-type mappings. This leads to the study of incomplete fami-
lies of projections. The dimension of the family of all projections into m-
dimensional subspaces in R

n is m(n − m). In [JJLL] our aim was to find
out how much the dimension of an invariant measure may drop under the
projection on higher dimensional manifolds, and thus we had to study one-
dimensional projection families from R

n to R
m. Simultaneously, we were able

to get dimension estimates for k-dimensional families of projections from R
n

to R
n−1 and from R

n to R.
To get any reasonable estimates for the lower bound of the Hausdorff

dimension of a projected measure under an incomplete projection family, we
have to assure that the mapping is changing fast enough when we change the
parameter. This is guaranteed by assuming that the incomplete family is full,
that is, the partial derivatives of the image spaces Pλ(R

n) with respect to the
components of the parameter λ span a parallelopiped whose k-dimensional
volume is bounded from above and below by uniform constants at every point
of the parameter space.

With such an assumption we were able to calculate the desired lower
bounds in the above mentioned cases.

Theorem 2.4. Let k ∈ {1, . . . , m(n − m) − 1}, let Λ ⊂ R
k be open and

connected, and let µ be a finite, compactly supported Radon measure on R
n.

Let {Pλ : R
n → R

m : λ ∈ Λ} be a full family of orthogonal projections, where
m ∈ {1, . . . , n− 1}. Then,

1) if m = n− 1,

dimH Pλµ ≥






dimH µ, if dimH µ < k

k, if k ≤ dimH µ < k + 1

dimH µ− 1, if dimH µ ≥ k + 1

for Lk-almost all λ ∈ Λ,

2) if k = 1,

dimH Pλµ ≥





max{0, dimH µ− (n−m−1)}, if dimH µ < n−m

1, if n−m ≤ dimH µ

< n−m+ 1

dimH µ− (n−m), if dimH µ ≥ n−m+ 1

for L-almost all λ ∈ Λ, and
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3) if m = 1,

dimH Pλµ ≥

{
max{0, dimH µ− (n− k − 1)}, if dimH µ < n− k

1, if dimH µ ≥ n− k

for Lk-almost all λ ∈ Λ.

As usual, to get such lower bounds for the dimension of the projected
measure, we have to estimate the size of the set of parameters which map a
given point close to the origin. If we can show that there is a constant C > 0
such that for any z ∈ R

n and δ > 0

Lk{λ ∈ Λ : |Pλ(z)| ≤ δ} ≤ C
δd

|z|d
,

then it follows by Fubini’s theorem that the Hausdorff dimension of any
measure µ is preserved under almost all projections of the family whenever
dimH µ ≤ d.

The first case in Theorem 2.4 follows by using a quantitative version of
the inverse function theorem from Peres and Schlag [PS, Lemma 7.6]. The
second one requires slightly more work. The key is to correctly expand the
one-dimensional collection of the m-dimensional image spaces Pλ(R

n) of the
original family into an (n − m)-dimensional family of hyperplanes and use
the estimates from the first case for the projections onto these hyperplanes.
Then the claim for the original collection follows straightforwardly by Fubini’s
theorem. In the last case we also have to expand the original family; we
embed the image lines Pλ(R

n) into a k(n−k)-collection of (n−k)-dimensional
subspaces. For this complete family the dimensional bounds follow from the
original projection results in Section 1. Fubini’s theorem then again leads to
the estimate 3).
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between manifolds and non-trivial measures on visible parts, Real
Anal. Exchange 30 (2004/05), no. 2, 675–687.

[K] R. Kaufman, On Hausdorff dimension of projections, Mathematika
15 (1968), 153–155.

[LL] F. Ledrappier and E. Lindenstrauss, On the projections of measures
invariant under the geodesic flow, IMRN, 9 (2003), 511–526.

[L] M. Leikas, Packing dimensions, transversal mappings and geodesic
flows, Ann. Acad. Sci. Fenn. Mathematica, Volumen 29 (2004), 489-
500.

[Mar] M. Marstrand, Some fundamental geometrical properties of plane sets
of fractional dimension, Proc. London Math. Soc. (3) 4 (1954), 257–
302.

[Mat1] P. Mattila, Hausdorff dimension, orthogonal projections and inter-
sections with planes, Ann. Acad. Sci. Fenn. Math. 1 (1975), 227–244.

[Mat2] P. Mattila, Geometry of Sets and Measures in Euclidean Spaces: frac-
tals and rectifiability, Cambridge University Press, Cambridge, 1995.

[Mat3] P. Mattila, Hausdorff dimension, projections, and Fourier transform,
Publ. Mat. 48 (2004), no. 1, 3–48.

[PS] Y. Peres and W. Schlag, Smoothness of projections, Bernoulli con-
volutions, and the dimensions of exceptions, Duke Math. J. (2) 102

(2000), 193–251.

[SY] T. D. Sauer and J. A. Yorke, Are dimensions of a set and its image
equal for typical smooth functions?, Ergodic Theory Dynam. Systems
(4) 17 (1997), 941–956.

16




