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Abstract. We establish pointwise characterizations of functions in the Hardy-

Sobolev spaces H1,p within the range p ∈ (n/(n + 1), 1]. In particular, a locally

integrable function u belongs to H1,p(Rn) if and only if u ∈ Lp(Rn) and it satisfies

the Hajlasz type condition

|u(x)− u(y)| ≤ |x− y|(h(x) + h(y)), x, y ∈ Rn \ E,

where E is a set of measure zero and h ∈ Lp(Rn). We also investigate Hardy-

Sobolev spaces on subdomains and extend Hardy inequalities to the case p ≤ 1.

1. Introduction

It is a well-established fact that, for the purposes of harmonic analysis or theory
of partial differential equations, the right substitute for Lp(Rn) in case p ∈ (0, 1]
is the (real) Hardy space Hp(Rn), or it’s local version hp(Rn). The Hardy spaces,
or their local versions if needed, behave nicely under the action of regular singular
integrals or pseudo-differential operators. Moreover, in the case of Hardy spaces
the Paley-Littlewood theory and interpolation results extend to the whole scale of
Lebesgue exponents p ∈ (0,∞). It is hence natural to investigate Sobolev spaces
where one (roughly speaking) demands that the s:th derivative belongs to a Hardy
type space in the case p ≤ 1. After the fundamental work of Fefferman and Stein [7]
this line of research was initiated by Peetre in early 70’s, and it was generalized and
carried further by Triebel and others. We refer to [24], [28] for extensive accounts
on general Besov and Triebel -type scales of function spaces in the case p ∈ (0, 1].

In this paper we establish new pointwise characterizations of Hardy-Sobolev spaces
in the most important case where the smoothness index is one and the elements in
these spaces are honest functions, i.e. they belong to L1

loc. Recall that a distri-
bution f ∈ S′(Rn) belongs to the homogeneous (Hardy-)Sobolev space Ḣ1,p(Rn)
if Dkf ∈ Hp(Rn) for 1 ≤ k ≤ n. Modulo polynomials, these spaces coincide with
the homogeneous spaces considered in [28, Chapter 5]. Various characterizations
in terms of Paley-Littlewood decomposition (the square function), Lusin functions,
atoms, maximal operators, or various integral means are contained e.g. in [28] and
more recents books by the same author.

Strichartz [26] found (see also [4]) equivalent norms for Ḣ1,p(Rn) or, more gen-
erally, for corresponding spaces with fractional smoothness and Lebesgue exponents
in the range p > n/(n+ 1). In this case the elements in spaces Ḣ1,p(Rn) are locally
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integrable. Thus, ‖f‖Ḣ1,p ∼ ‖D2,1f‖p, where p > n/n+ 1, and

D2,1(f)(x) =

∫ ∞

0

[∫
B(0,1)

|∆2
ryf(x) dy|

]2

r−3 dr

1/2

.

Above ∆2
t f(x) = f(x+ 2t)− 2f(x+ t) + f(x), whence Strichartz’s characterization

is pointwise, but it employs integrated second differences.
Miyachi [22] characterized the Hardy-Sobolev spaces Ḣ1,p in terms of maximal

functions related to mean oscillation of the function in cubes, thus obtaining a a
counterpart of previous results of Calderon and of the general theory of DeVore and
Sharpley [6]. More recently there has been considerable interest in Hardy-Sobolev
spaces H1,p and their variants on Rn, or on subdomains. Chang, Dafni, and Stein [3]
(see also [2]) consider Hardy-Sobolev spaces in connection with estimates for elliptic
operators, whereas Aucher, Emmanuel, and Tchamitchian [1] study these spaces
with applications to square roots of elliptic operators. Also the papers of Gatto,
Segovia, and Jimenez [8], Janson [16] and Orobitg [23] are related to the theme of
the present paper.

Our main result shows that there is a surprisingly simple strictly pointwise char-
acterization of the homogeneous (Hardy-)Sobolev space simply in terms of first
differences:

Theorem 1. Let n ≥ 1 and n
n+1 < p ≤ 1. Then a distribution f ∈ S′(Rn) belongs

to Ḣ1,p(Rn) if and only if f is locally integrable and there is a function g ∈ Lp such
that

(1) |f(x)− f(y)| ≤ |x− y|(g(x) + g(y)), x, y ∈ Rn \ E

where E is a set of measure zero. Moreover, one has the equivalence of (quasi)norms

‖f‖Ḣ1,p ∼ inf ‖g‖p,

where the infimum is taken over all admissible functions g in (1), and one identifies
functions differing only by a constant.

It was previously known that the above characterization holds true in the case p >
1. In [10], Hajlasz proposed to use (1) as a definition of Sobolev-spaces on arbitrary
metric spaces. A considerable activity (see e.g. [10], [14], [12] and the references
therein) has been devoted to the study of the corresponding (non-homogeneous)
spaces M1,p, as they are customarily denoted. In the case p > n/(n + 1) we may
define the non-homogeneus Sobolev spaces H1,p(Rn) by adding to the definition
of Ḣ1,p(Rn) the condition f ∈ Lp(Rn). When our result is combined with the
previously known case p > 1 (recall that Lp(Rn) = Hp(Rn) if p > 1), we obtain the
norm equivalence

(2) ‖f‖H1,p(Rn) ∼ ‖f‖M1,p(Rn) for p >
n

n+ 1
,

which, incidentally, solves the characterization problem of M1,1(Rn) that has been
open after [10]. This fact also testifies for the naturality of the spaces of type M1,p

in the case of Euclidean spaces: they yield the right spaces in view of harmonic
analysis also in the case p ≤ 1.

For the precise definitions of the Sobolev and Hardy spaces we refer to Section
2, which also contains auxiliary results and the proof of Theorem 1. The remaining
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two sections provide examples of the flexibility and strength of Theorem 1. In the
present paper we aim to concentrate on key ideas, whence we have not striven here
for most general results.

More specifically, Section 3 starts by treating the case where the derivative be-
longs to a local Hardy space. In addition, pointwise characterizations analoguous
to Theorem 1 are given for the spaces H1,p(Ω) defined on subdomains Ω ⊂ Rn.
These results are obtained by slight modifications of the considerations of Section
2. Moreover, we scetch a transparent proof of Jones-Miyachi’s extension result for
uniform domains.

Section 4 in turn applies our characterization to extend effortlessly the classical
Hardy inequality also to case p ≤ 1 in the framework of Hardy-Sobolev spaces. This
is a novel range of exponents, since it is well known that e.g. for the space W 1,1(Ω)
the Hardy inequality is not true even if the domain Ω is a ball.

2. Definitions, auxiliary results and proof of Theorem 1

We begin by shortly recalling the relevant definitions and results from the theory
of real Hardy spaces. For the readers convenience we use as a principal reference the
monograph [25]. Fix a compactly supported function ψ ∈ C∞0 (Rn) with

∫
ψ = 1

and with suppψ ⊂ {x : |x| ≤ 1}. Assume that p > 0 and consider f ∈ S ′(Rn), i.e.
f is a tempered distribution. By the definition of Fefferman and Stein, f belongs to
Hp(Rn) if and only if Mψf ∈ Lp(Rn), where

Mψf(x) := sup
t>0

|f ∗ ψt(x)|.

Above ψt(y) = t−nψ(y/t). The corresponding norm (quasi-norm in case p < 1) is
obtained by setting ‖f‖Hp := ‖Mψf‖Lp . One may replace ψ by any element in
S(Rn) and obtain an equivalent norm. In what follows we shall denote by Mf the
standard Hardy-Littlewood maximal function of f .

We also recall a local version of the so-called grand maximal function. The basic
significance of the grand maximal function comes from the fact that it allows one
to use certain controlled families of test functions in the maximal function, instead
of a single one. For any radius r > 0, natural number N ≥ 1, and any distribution
f ∈ D′(B(x, r)), we define

Mr,Nf(x) = sup
ϕ∈C∞0,N (B(x,r′))

0<r′≤r

|〈f, ϕ〉|,

and the class of functions ϕ over which the supremum is taken is

C∞0,N (B) = {ϕ ∈ C∞0 (B(x, r)) : |∂αϕ| ≤ r−n−|α| for |α| ≤ N}.

Observe that if ϕ ∈ C∞0,N (B) then for any t > 0 one has t−nϕ(t−1 ·) ∈ C∞0,N (tB). If
the supremum in (3) is taken over all positive radii, that is if r = ∞, we use the
shorthand MNf(x) := M∞,Nf(x). Assuming that N is large enough (depending
on p, n, see [25, III 1.8, 5.9]), a distribution f ∈ S ′(Rn) belongs to Hp(Rn) if and
only if MNf(x) ∈ Lp(Rn). In the range p > n/(n + 1) we may choose N = 1. For
vector valued functions f = (f1, . . . , fn) we set Mr,Nf(x) = max1≤j≤nMr,Nfj(x).

Recall that, in the case p > 1, the homogeneous Sobolev spaces Ẇ 1,p(Rn) are
defined by demanding that all the first order distributional derivatives of f lie in
Lp(Rn).
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Definition 2. Let p > 0. We say that a tempered distribution f on Rn belongs to
the homogeneous (Hardy-)Sobolev space Ḣ1,p(Rn) if and only if Djf ∈ Hp(Rn) for
each j = 1, . . . , n. Moreover

‖f‖Ḣ1,p(Rn) :=
n∑
j=1

‖Djf‖Hp(Rn),

whence we obtain a (quasi)Banach space modulo constants.

The notation used above follows Triebel’s [28] convention and it deliberately avoids
confusion for p = 1, since obviously one has Ḣ1,p(Rn) = Ẇ 1,p(Rn) if p > 1, while
for p = 1 this breaks down.

In the present paper our main interest lies in the case where the elements in Ḣ1,p

are honest locally integrable functions. This actually happens for p ≥ n/(n + 1).
The following result is well-known, but we obtain it as a corollary of our proof of
Theorem 1, see Remark 8 below.

Proposition 3. Assume that n/(n+ 1) ≤ p ≤ 1 and let p∗ :=
pn

n− p
be the Sobolev

conjugate exponent, so that p∗ ≥ 1. Then Ḣ1,p(Rn) ⊂ Lp
∗

loc(R
n). Especially, the

elements of Ḣ1,p(Rn) are locally integrable.

We next recall the definition of the spaces M1,p(Rn) and their homogeneous
counterparts Ṁ1,p(Rn).

Definition 4. Let p > 0 and let Ω ⊂ Rn be a subdomain. A measurable function u
belongs to the homogeneous Sobolev space Ṁ1,p(Ω) (defined in the sense of Hajlasz)
if there is a function g ∈ Lp(Ω) and a a set E ⊂ Ω of measure zero such that for all
x, y ∈ Ω \ E we have the estimate

|u(x)− u(y)| ≤ |x− y|(g(x) + g(y)).(3)

The corresponding quasi-norm is obtained by setting

‖f‖Ṁ1,p(Ω) := inf ‖g‖Lp(Ω),

where the infimum is taken over all admissible functions g in (3). The non-homo-
geneous space M1,p(Ω) is obtained by requiring, in addition, that f ∈ Lp(Ω), and
the norm for this space is defined by ‖f‖M1,p(Ω) := ‖f‖Ṁ1,p(Ω) + ‖f‖Lp(Ω).

Usually, we do not specifically mention the exceptional set E since one may nat-
urally allow the function g to have value ∞ in a set of measure zero. If (3) holds for
a certain measurable g we say that g ∈ D(u). It is well-known that for p > 1 one has
M1,p(Rn) = W 1,p(Rn). Actually, in this case (see [12, Thm 2.2 and formula (2.5)])
there is a constant c > 0 so that

g := cM(|Df |) ∈ D(u).(4)

When p < 1 the spaces under consideration are, of course, quasi-Banach spaces
(modulo constant functions), and for p ≥ 1 Banach spaces. For these and other
basic facts onM1,p(Rn) we refer to [12]. Especially, Hajlasz established an important
extension [12, Thm. 8.7] of the Sobolev embedding theorem to the quasi-Banach
case, which holds true for metric spaces satisfying a lower bound for the growth of
the measure of balls. In the case of Rn a special case of Hajlasz’s theorem states
the following.
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Proposition 5. Let B ⊂ Rn be a ball with radius r. Then, for any u ∈ Ṁ1,p(2B)
with p > 0, and g ∈ D(u) one has the estimate

inf
c∈R

(
−
∫
B
|u− c|p∗ dm

)1/p∗

≤ Cr

(
−
∫

2B
gp dm

)1/p

.

Here p∗ = np
n−p and C depends only on p and n.

Above one may replace the domain of integration 2B by any ball λB, where λ ∈
(1, 2]. If p∗ ≥ 1, or equivalently p ≥ n/(n+1), we see that an element f ∈M1,p(Rn)
is locally integrable, whence it defines a distribution. A standard argument which
uses Proposition 5 to compare mean values of f in balls Bj and Bj+1 with Bj =
B(0, 2j) ⊂ Rn shows that u(x)(1 + |x|)−m ∈ L1(Rn) for large enough m. Hence u
(and, consequently, its derivatives) lie in S ′(Rn).

We will apply the previous Proposition in our proof of Theorem 1. The other es-
sential ingredient is Theorem 7 below, which provides the appropriate generalization
of (4) to the case p ≤ 1. In the proof of Theorem 7 we need the following lemma,
which is certainly well-known, but we were not able to find a suitable reference.

Lemma 6. Let Q ⊂ Rn be a cube and ϕ ∈ C∞0 (Q). Then there are elements
ψk ∈ C∞0 (Q), k = 1, . . . , n such that

ϕ =
n∑
k=1

Dkψk

if and only if the condition
∫
Rn ϕdx = 0 is satisfied.

Proof. The stated condition is trivially necessary. In order to prove the sufficiency
we apply induction on n. The case n = 1 is evident, so suppose that the result holds
true for a fixed n ≥ 1 and letQ = Q′×I ⊂ Rn+1, whereQ′ ⊂ Rn is a cube and I ⊂ R
is an interval. For x ∈ Rn+1 we write x = (x′, xn+1) where x′ = (x1, . . . , xn) ∈ Rn.

Assume that ϕ ∈ C∞0 (Q) has zero mean. Define

h(x′) :=
∫ ∞

−∞
ϕ(x′, u) du.

Then h ∈ C∞0 (Q′) and, moreover, h has zero mean. The induction hypothesis
enables us to write

h(x′) = D1h1(x′) +D2h2(x′) + . . .+Dnhn(x′)

with hj ∈ C∞0 (Q′) for j = 1, . . . , n. Finally, pick a ∈ C∞0 (I) with
∫
I a(u) du = 1 and

observe that the desired decomposition is obtained by choosing

ψn+1(x) :=
∫ xn+1

−∞
(ϕ(x′, u)− a(u)h(x′)) du

and ψj(x) = a(xn+1)hj(x′) for j = 1, . . . , n. �

If x, y ∈ Rn we denote by Bx,y the ball with the segment between x and y as a
diameter. Observe that the only assumption on f below is the local integrability.
The following result is of independent interest.

Theorem 7. For any N ≥ 1 there exists a constant c = c(N,n) with the following
property: If B ∈ Rn is a ball and f ∈ L1(2B), then there is a set E ⊂ B of measure
zero such that for every x, y ∈ B \ E it holds that

|f(x)− f(y)| ≤ c|x− y|(M|x−y|,NDf(x) +M|x−y|,NDf(y)).
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Proof. Fix N ≥ 1. By rotational symmetry we may assume that x− y = re1, where
e1 is the first unit coordinate vector and r = |x− y| > 0. Let ϕ ∈ C∞0 (B(0, 1)) be a
fixed test function with

∫
Rn ϕdx = 1. Choose k0 ≥ 1 so that 2k0−1 ≥

√
n.

Let us denote

Ak =
∫
Rn

f(z + x)2n(k+k0)r−nϕ(2k0+kr−1z) dz for k ≥ 0.

and analogously

Bk =
∫
Rn

f(z + y)2n(k+k0)r−nϕ(2k0+kr−1z) dz for k ≥ 0.

We apply Lemma 6 to the function ϕ(·)− 2nϕ(2 ·) and write

ϕ(z)− 2nϕ(2z) =
n∑
j=1

Dkψj(z) for z ∈ Rn

with ψj ∈ C∞0 ([−1, 1]n) for 1 ≤ j ≤ n. An integration by parts yields that

|Ak −Ak+1| =
∣∣ n∑
j=1

∫
Rn

f(z + x)2n(k+k0)r−nDjψj(2k0+kr−1z) dz
∣∣

= 2−k0−kr
∣∣ n∑
j=1

〈Djf(·+ x)2n(k+k0)r−nψk(2k0+kr−1·)〉
∣∣

≤ C(n,N)r2−kM|x−y|,NDf(x) for k ≥ 0.(5)

Similarly

|Bk −Bk+1| ≤ C(n,N)r2−kM|x−y|,NDf(y) for k ≥ 0.(6)

It remains to estimate the difference |A0 −B0|. Denote

ϕ̃(z) = 2nk0 [ϕ(2k0z)− ϕ(2k0(z + e1))].

Then
∫
Rn ϕ̃ dx = 0. By the choice of k0 we may apply Lemma 6 to ϕ̃ to obtain

functions ψ̃k ∈ C∞0 (B(0, 1) ∪B(e1, 1)) such that ϕ̃ =
∑n

k=1Dkψ̃k. With the help of
suitable cut-off functions we may for each k decompose k ψ̃k = ψ̃k,1 + ψ̃k,2, where
supp(ψ̃k,1) ⊂ B(0, 1) and supp(ψ̃k,2) ⊂ B(e1, 1). Then by translating, scaling and
integrating by parts we obtain as before that

|A0 −B0| ≤ Cr(M|x−y|,NDf(x) +M|x−y|,NDf(y)).(7)

Finally, observe that if both x and y are Lebesgue points of f we have f(x) =
limk→∞Ak and f(y) = limk→∞Bk. The estimates (5)–(7) thus yield that

|f(x)− f(y)| ≤ |A0 −B0|+
∞∑
k=0

(|Ak −Ak+1|+ |Bk −Bk+1|

≤ C ′r(M|x−y|,NDf(y) +M|x−y|,NDf(y)),

and this finishes the proof of the Theorem. �

We are now ready for the proof of our main theorem.

Proof of Theorem 1. Assume first that n/(n + 1) < p ≤ 1 and f is a Schwartz
distribution on Rn such that Djf ∈ Hp(Rn) for all 1 ≤ j ≤ n. By Proposition 3 we
have that f ∈ L1

loc(R
n) (see also Remark 8 below). Hence Theorem 7 applies and

we deduce that outside an exeptional set of measure zero f satisfies the inequality
(3) with the choice g = M1Df . By the assumtions we have g ∈ Lp(Rn). Moreover,
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there is the estimate ‖g‖Lp ≤ C
∑n

j=1 ‖Djf‖Lp . We have shown that f ∈ Ṁ1,p(Rn)
with the correct bound for the (quasi)norm.

For the converse, assume next that f ∈ Ṁ1,p(Rn) and p > n/(n + 1). Fix
j ∈ {1, . . . , n}. We are to show that Djf ∈ Hp(Rn). For that end, we denote
by B(x, r) the ball of radius r and center x. Recall also that the support of ψ
is contained in the open unit ball, and denote C0 := ‖Dψ‖∞. Since obviously
f|B(x,2r) ∈ Ṁ1,n/(n+1)(B(x, 2r)), we may apply Proposition 5 with p = n/(n + 1)
and obtain that

−
∫
B(x,r)

|f − fB(x,r)| dm ≤ C0r

(
−
∫
B(x,2r)

gn/(n+1) dm

)(n+1)/n

,(8)

where fB(x,r) stands for the mean value of f in the ball B(x, 2r). Apply the above
inequality to compute

Mψ(Dju)(x) = sup
t>0

|〈Djf, t
−nψ((x− ·)/t)〉|

= sup
t>0

|〈f, t−n−1(Djψ)((x− ·)/t)〉|

= sup
t>0

|t−n−1

∫
B(x,t)

(f(y)− fB(x,t)(Djψ)((x− y)/t) dy|

≤ C0 sup
t>0

t−1 −
∫
B(x,t)

|f(y)− fB(x,t| dy

≤ 2CC0 sup
t>0

(
−
∫
B(x,2t)

gn/(n+1)

)(n+1)/n

≤ C ′(M(gn/(n+1))(x))(n+1)/n.

By the Hardy-Littlewood theorem and the assumption g ∈ Lp(Rn) we deduce that
M(gn/(n+1)) ∈ Lq(Rn) where q = (n+1)p/n. This shows that Mψ(Diu) ∈ Lp(Rn),
as was to be shown. �

Remark 8. Actually we may easily bypass the use of Proposition 3 in the above proof.
Namely, consider a Schwartz distribution f such that such that Djf ∈ Hp(Rn)
for all 1 ≤ j ≤ n. Choose smooth convolution approximations fk of f so that
‖Djfk −Djf‖Hp(Rn) ≤ 2−k for each k ≥ 1 and j = 1, . . . , n. By applying the above
proof on each difference fk+1−fk and by writing f = f1+

∑∞
k=1(fk+1−fk) we obtain

the desired result for f . In turn, Proposition 3 is now obtained as a consequence of
Theorem 1 and Proposition 5.

Note that according to Proposition 3 we could as well assume a priori that f is a
tempered distribution in the following definition.

Definition 9. Let p < n/(n+ 1). We say that a locally integrable f on Rn belongs
to the (non-homogeneous) Hardy-Sobolev space H1,p(Rn) if Djf ∈ Hp(Rn) for each
j = 1, . . . , n and f ∈ Lp(Rn). Moreover, we set

‖f‖H1,p(Rn) :=
n∑
j=1

‖Djf‖Hp(Rn) + ‖f‖Lp(Rn).

The following immediate corollary of Theorem 1 verifies (2).

Corollary 10. Let p > n/(n + 1). Then M1,p(Rn) = H1,p(Rn) with equivalent
norms.
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It is well-known that bounded sets in the Hardy-spaces are weakly compact (see
[25, p. 127]) in the sense that any bounded sequence contains a subsequence that
converges in the sense of distributions to an element in the same space. We thus
obtain the following compactness result for the spaces M1,p(Rn).

Corollary 11. Let p > n/(n+ 1). Bounded sets in the space M1,p(Rn) are weakly
compact in the following sense: if (fk) is a norm-bounded sequence in M1,p(Rn),
then there is an element f ∈M1,p(Rn) and a subsequence fk`

so that

fk`
→ f in L1

loc as `→∞.

Proof. Consider a norm-bounded sequence (fk) in M1,p(Rn). By the above men-
tioned weak compactness of the Hardy spaces we may pass to a subsequence and
assume that for each j it holds that Djfk → hj in the sense of distributions. Ob-
viously hj = Djg for some distribution g. Then g ∈ H1,p(Rn) and the rest follows
by an application of Corollary 10 via the known compactness [28] of the embedding
(restriction map) H1,p(Rn) ⊂ L1(B) for any ball B ⊂ Rn. �

Regarding applications to H1,p spaces we point out that the truncation stability
(or, more generally, Lipschitz stability) of these spaces, proven by Janson [16], is an
immediate consequence of our Theorem 1.

Remark 12. One may check that H1,p(Rn) = Ḟ 1
p,2(R

n)∩Lp(Rn), where Ḟ 1
p,2(R

n) is
the homogeneous Triebel space, see [28, Section 5].

Remark 13. In the proof of Theorem 1 it would be possible to partially apply the
existing results on Hardy-Sobolev spaces [8], [16], [22], [23]. However, our proof is
direct and simple and it employs just the maximal function definition of the Hardy
spaces. It is perhaps of interest to also note that one may also prove first half
of Theorem 1, i.e. the inclusion Ḣ1,p(Rn) ⊂ Ṁ1,p(Rn) by applying the atomic
decomposition of the Hardy spaces (see [25, III.2]). This is done with the aid of the
representation

f =
n∑
j=1

I1RjDjf + const,

where the Rj :s are the Riesz transforms and the Riesz potential I1 corresponds to
the Fourier-multiplier f̂ 7→ |ξ|−1f̂ . Since the Riesz transforms are bounded on the
Hardy spaces, and we are dealing with the case p ≤ 1, it turns out that it is enough
to show that for each Hp-atom a we have I1a ∈ Ṁ1,p(Rn). Moreover, by scaling
and translation invariance one may assume that the atom a is related to the unit
ball B(0, 1), whence one may prove by hand that I1a ∈ Ṁ1,p(Rn). On the other
hand, Theorem 7 is a more convenient tool since it bybasses the atomic theory and,
more importantly, it is a local result which applies directly to spaces defined on
subdomains of Rn, see Section 3 below.

Remark 14. It is natural to also consider exponents p ≤ n/(n + 1) and ask for the
right analogue for our characterization of the Hardy-Sobolev spaces. Moreover, we
do not know if Theorem 1 holds true as such in the case p = n/(n+ 1).

3. Local spaces and spaces on subdomains of Rn

The elements of Hp(Rn)-spaces satisfy moment conditions, e.g. any function from
H1(Rn) has mean zero. In order to relax this condition and to obtain localizable
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spaces, one defines ([9], see also [25, Ch. 3, Sec. 5.17]) the local Hardy space hp(Rn)
by restricting, in the definition of the maximal operator Mψ, the range of t to the
interval (0, ρ], where ρ > 0 is a fixed positive number. Define

Mψ,ρf(x) := sup
0<t≤ρ

|f ∗ ψt(x)|,

whence a tempered distribution is said to belong to hp(Rn) (p > 0) if and only if
Mψ,ρf ∈ Lp(Rn). One sets ‖f‖hp := ‖Mψ,ρf‖Lp . The above definition does not
depend on ρ > 0 or on ψ. In particular, different values of ρ lead to equivalent
(quasi)norms. Finally, in terms of grand maximal functions

f ∈ hp(Rn) if and only if Mρ,Nf ∈ Lp(Rn).

as soon as N ≥ N0(p, n).
The local Hardy spaces form a more flexible class than the Hardy spaces. There

are no more global moment conditions, the elements in hp can be localized and they
are (at least locally) invariant under diffeomorphisms.

The local Hardy-Sobolev space is obtained in a natural way:

Definition 15. Let p > 0. We say that a tempered distribution f on Rn belongs
to the homogeneous Hardy-Sobolev space ḣ1,p(Rn) if and only if Djf ∈ hp(Rn) for
each j = 1, . . . , n. Moreover

‖f‖ḣ1,p(Rn) :=
n∑
j=1

‖Djf‖hp(Rn).

In case p < 1 the above space is a quasi-Banach space modulo constants. Similarly,
in case p ≥ n/(n+1) we say that f ∈ h1,p(Rn) if Djf ∈ hp(Rn) for each j = 1, . . . , n,
and f ∈ Lp(Rn).

The last sentence above makes sense since locally the elements of hp coincide with
elements in Hp whence Proposition 3 easily implies ḣ1,p(Rn) ⊂ L1

loc(R
n).

We now verify a counterpart of Theorem 1 for the local spaces. Below one may
replace the condition |x−y| ≤ 1 by |x−y| ≤ c, where c > 0 is an arbitrary constant.

Theorem 16. Let n ≥ 1 and n
n+1 < p ≤ 1. Then a distribution f ∈ S′(Rn) belongs

to ḣ1,p(Rn) if and only if f is locally integrable and there is a function g ∈ Lp such
that

(9) |f(x)− f(y)| ≤ |x− y|(g(x) + g(y)), for |x− y| ≤ 1 and x, y ∈ Rn \ E

where E is a set of measure zero. Moreover, one has the equivalence of (quasi)norms

‖f‖ḣ1,p ∼ inf ‖g‖p,

where the infimum is taken over all admissible functions g in (9), and one identifies
functions differing only by a constant.

Proof. Let us first assume that condition (9) holds true. If we replace supt>0 by
supt≤1/4 in the second part of the proof of Theorem 1 we may again apply Proposition
5 in a similar manner to deduce that Mψ,1/4(Dkf)(x) ∈ Lp(Rn). It follows that
f ∈ ḣ1,p(Rn).

In order to prove the converse, observe that according to Theorem 7 condition (9)
is satisfied with the choice g := cmax1≤j≤nMN,1Djf. The assumption Djf ∈ hp

now implies that g ∈ Lp as soon as N is large enough. Here, as also in the first part
of the proof, the corresponding quantitative statement is obvious. �
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We now turn to the study of Hardy-Sobolev spaces on subdomains of the Eu-
clidean space. A natural and simple definition of Hardy spaces that works for all
subdomains Ω ⊂ Rn was given by Miyachi [20]. We recall a definition that is directly
equivalent with Miyachi’s definition. Thus, let Ω ⊂ Rn be a domain, p ∈ (0, 1) and
N > max(0, n(1

p − 1)). If f ∈ D′(Ω) one defines

(10) f ∈ Hp(Ω) if and only if ‖f‖Hp(Ω) =: ‖Md(x,∂Ω)/2,Nf‖p <∞

It follows from Miyachi’s results that the above is equivalent with the original defi-
nition [20]. Similarly, we see immediately that one may replace above Md(x,∂Ω)/2f

by Mad(x,∂ω)f for any a ∈ (0, 1), or by a the more standard maximal function
sup0<t≤d(x,∂Ω) |f ∗ ψt|, where the fixed test function ψ ∈ C∞0 (B(0, 1)) has nonzero
mean. All the (quasi)norms so obtained are mutually equivalent. Let us also note
that prior to [20], Jonsson, Sjögren, and Wallin [17] defined Hardy spaces on fairly
general subsets of Rn in terms of suitable atoms.

Recall that the spaces Ṁ1,p(Ω) and M1,p(Ω) were defined already in the previous
section. The spaces Ṁ1,p

ball(Ω) and M1,p
ball(Ω) are defined exactly in the same manner

but for one difference: in the definition of these spaces the condition (3) is assumed
to hold only for points x, y ∈ Ω \ F that satisfy the condition

|x− y| ≤ 1
4

min(d(x, ∂Ω), d(y, ∂Ω)).

After the proof of Theorem 19 below it is clear that one may replace in the last
condition above the constant 1/4 by any constant strictly less than one.

The Hardy-Sobolev spaces on Ω are defined in the obvious manner.

Definition 17. Let Ω ⊂ Rn be a domain and p > 0. A measurable function u :
Ω → R belongs to the homogeneous Hardy-Sobolev space Ḣ1,p(Ω) if Djf ∈ Hp(Ω)
for all j = 1, . . . , n. The related seminorm is obtained by setting ‖f‖Ḣ1,p(Ω) :=∑n

j=1 ‖Djf‖Hp(Ω). In case p ≥ n/(n + 1) we say that f ∈ H1,p(Ω) if additionally
f ∈ Lp(Ω), and the corresponding (quasi)norm is defined in the obvious manner.

Theorem 18. Let n ≥ 1 and n
n+1 < p ≤ 1, and assume that Ω ⊂ Rn is a domain.

Then
H1,p(Ω) = M1,p

ball(Ω) and Ḣ1,p(Ω) = Ṁ1,p
ball(Ω),

with equivalence of the (quasi)norms.

Proof. It is enough to prove the latter equality. Assume first that f ∈ H1,p(Ω). Let
|x − y| ≤ 1

4 min(d(x, ∂Ω), d(y, ∂Ω)). Since the first derivatives of f are locally in
h1,p, it easily follows that f ∈ L1

loc. We may apply Theorem 7 in the ball B(1
2(x +

y), 1
3d(x, ∂Ω)) in order to obtain the inequality (3) with the choice

g(x) = M 1
2
d(x,∂Ω),NDf(x).

By definition it holds that g ∈ Lp(Ω).
The converse follows exactly as the proof of the second part of Theorem 1. One

just uses the observation that supϕ∈C∞0,N (B(x,r)) ‖Dkϕ‖1 ≤ c(n,N)r−1 for each k =
1, . . . , n. �

For simplicity, from now on we state our results only for non-homogeneus spaces.
The reader will have no difficulty in formulating the corresponding results for the
homogeneous spaces. After our previous results it is of interest to find conditions
on Ω that would quarantee that the obvious inclusion M1,p(Ω) ⊂M1,p

ball(Ω) becomes
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equality. Let us recall for that end the definition of uniform domains. One says that
a domain Ω ⊂ Rn is uniform if there is a constant c > 0 such that for all x, y ∈ Ω
there is a rectifiable path γ : [0, T ] → Ω, parametrized by arclength, with γ(0) = x,
γ(T ) = y, and such that T ≤ c|x− y| together with

B(γ(t),
1
c

min(t, T − t)) ⊂ Ω for t ∈ (0, T ).

Theorem 19. Let n ≥ 1 and n
n+1 < p ≤ 1, and assume that Ω ⊂ Rn is a uniform

domain. Then M1,p
ball(Ω) = M1,p(Ω) and, especially

H1,p(Ω) = M1,p(Ω)

with equivalent (quasi)norms.

Proof. Choose arbitrary x, y ∈ Ω. From the uniformity condition we deduce easily
that there is a chain of balls Bk resembling a cigar that joins the points x and y.
To be more specific, there are balls Bk := B(zk, rk) with k ∈ Z and zk ∈ Ω such
that for each k one has 6Bk ⊂ Ω, rk ≥ 1

c′ min(d(zk, x), d(zk, y)), Bk ∩Bk+1 6= ∅, and
rk/2 ≤ rk+1 ≤ 2rk. In addition, limk→∞ d(x,Bk) = 0 = limk→−∞ d(y,Bk). Finally,
we may assume that

∑
k∈Z rk ≤ c′|x− y|

Let f ∈M1,p
ball(Ω). We compare in a standard manner the consequtive mean values

fBk
by applying the Poincare inequality of Proposition 5 in the ball 3Bk

|fBk
− fBk+1

| . −
∫

3Bk

|f − f3Bk
| dx . rk

(
−
∫

6Bk

gn/(n+1) dm

)(n+1)/n

. rk((Mgn/(n+1)(x))(n+1)/n + (Mgn/(n+1)(y))(n+1)/n).

Above we assumed g to be continued as zero outside Ω, and the last estimate followed
by observing that one of the points x, y is contained in c′Bk.

If x, y are Lebesgue points of f we have |f(x) − f(y)| ≤
∑

k∈Z |fBk
− fBk+1

|. By
summing over k in our previous estimate it follows that

|f(x)− f(y)| ≤ |x− y|(g̃(x) + g̃(y)),

where g̃ = c′C ′((Mgn/(n+1))(n+1)/n)|Ω. The conclusion follows from Theorem 18
since by the standard Hardy-Littlewood maximal inequality g̃ ∈ Lp(Ω). �

We next consider extensions from bounded domains to the whole space Rn. We
do not aim for most general results here (see Remark 22 below), but show how our
results can be used to give a transparent new proof of the following result of Miyachi
[21].

Theorem 20. (Miyachi) Let n ≥ 1 and n
n+1 < p ≤ 1, and assume that Ω ⊂ Rn is

a bounded uniform domain. Then there is a bounded linear extension operator from
H1,p(Ω) into H1,p(Rn). A fortiori,

H1,p(Ω) = {f|Ω : f ∈ H1,p(Rn)}.

The above Theorem is a direct consequence of Theorems 16 and 19 as soon as we
verify the following Proposition.

Proposition 21. Let n ≥ 1 and n
n+1 < p ≤ 1, and assume that Ω ⊂ Rn is a

bounded uniform domain. Then there is a bounded linear extension operator from
M1,p(Ω) into H1,p(Rn). A fortiori,

H1,p(Ω) = {f|Ω : f ∈ H1,p(Rn)}.
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Proof. Assume that f ∈ M1,p(Ω) and g ∈ Lp(Ω) so that the condition (3) is
satisfied. We assume that g is continued as zero outside Ω and set g1 := (Mgep)1/ep,
where as before p̃ is chosen from the interval (n/(n + 1), p) so that g1 ∈ Lp(Rn).
Assume that B(x, r), B′(x′, r′) ⊂ Ω are two closed balls (or points). such that
2r ≤ d(x, ∂Ω) and 2r′ ≤ d(x′, ∂Ω). An easy modification of the proof of Theorem
19 yields the estimate:

(11) |fB − fB′ | ≤ c(|x− x′|+ r + r′)( inf
z∈B

g1(z) + inf
z′∈B′

g1(z′)).

If, for example, r = 0, we replace fB above by f(x) and the corresponding infimum
in the right hand side by g1(x). This makes sense as long as x is a Lebesgue point
of f.

For ε > 0 set Aε := {x ∈ Rn \ Ω : d(x,Ω) ≤ ε}. We may choose ε0 > 0
and a Whitney type cover of a neighbourhood of Ω by balls {Bi}∞i=1 so that for
the set A := ∪∞i=1Bi it holds that A4ε0 ⊂ A ⊂ A10ε0 . Moreover, for each i the
balls Bi =: B(yi, ρi) satisfy d(yi,Ω) ≤ 4ρi ≤ 2d(yi,Ω) and the inflated balls 2Bi
have bounded overlap. Finally, the situation can be arranged so that we may also
pick a partition of unity that consist of functions hi such that supphi ⊂ Bi, and
0 ≤ hi ≤ 1 together with ‖Dhk‖∞ ≤ c/ρi. The desired partition of unity property
may be expressed as follows: χA2ε0

≤
∑

i hi ≤ χA10ε0
.

For each ball Bi we may, by the uniformity of Ω, select a ball B′
i := B′

i(y
′
i, r

′
i) ⊂ Ω

that satisfies uniformly diam (Bi) ∼ diam (B′
i) ∼ d(y′i, yi) ∼ d(B′

1, ∂Ω). The required
extension F of f to the whole space Rn is then simply defined by choosing F (x) =
f(x) for x ∈ Ω, and

F (x) =
∞∑
i=1

(−
∫
Bi

f dx)hi(x) for x ∈ Rn \ Ω.

Observe that by the uniformity of Ω we may ignore ∂Ω since it is of measure zero.
We claim that condition (1) is satisfied for a.e. x, y with g2 in place of g, where

g2 := (Mgep
1)

1/ep ∈ Lp(Rn). The verification of this is a pretty routine using (11),
and hence we just outline it. The details will possess no difficulties for the reader.

Consider arbitrary x, y ∈ Aε0 ∪ Ω. We claim that condition (1) is satisfied for
a.e. such points x, y. For x, y ∈ Ω this is evident, so assume that x ∈ A2ε0 \ Ω, say
x ∈ Bi = B(yi, ri). The argument will be divided into different cases depending on
the relative location of the point y. Observe that F (x) is a convex combination of
averages of f over balls B′

i1
, . . . , B′

i`
⊂ Ω, say, whose distance to the boundary ∂Ω

is comparable to their size and to ther distance to x. Moreover, ` ≤ C uniformly.
If y ∈ Ω, it is thus enough to estimate differences of the form |f(y) − fB′ik

|.
We apply (11) and obtain immediately an estimate of the desired type, since in
the present situation g2(x) dominates the quantity infz∈B′ik

g1(z), and |x − y| &

d(x,∪`k=1fB′ik
).

Let then also y ∈ A2ε0 \Ω. whence the value F (y) is likewise computed as a convex
combination over averages in certain balls of the cover. We consider first the case
where |x − y| ≥ c′ max(d(x, ∂Ω), d(y, ∂Ω)). The value F (y) is likewise computed as
a convex combination over averages in certain balls of the cover. If B′

j = B(y′j , r
′
j)

is one of these balls, it is enough to estimate the difference |fB′i − fB′j |. This is done
essentially as in the previous paragraph again by applying (11).
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The remaining possibility is that |x − y| ≤ c′ max(d(x, ∂Ω), d(y, ∂Ω)). If c′ is
chosen appropriately, the properties of the Whitney type cover imply that distance
of both x and y from the boundary ∂Ω are comparable to r := d(x, ∂Ω) and the
radii of the balls Bk that contain one of the points x, y are comparable to r, and the
distance between these balls is less or comparable to r. Assume that ρk1 , . . . , ρkm

are the functions of the partition of unity that are nonzero at x or at y. Denote
au := −

∫
B′ku

fk. The estimate (11) can be used to check that

B := max
1≤u,u′≤m

|au − a′u| ≤ c′′r(g2(x) + g2(y)).

Hence, as the hi:s form a partition of unity, we may estimate

|F (x)− F (y)| ≤ B
m∑
u=1

|hku(x)− hku(y)|.

The desired upper bound for |F (x)− F (y)| now follows by combining the previous
estimates with the bound |hku(x)− hku(y)| ≤ |x− y|‖Dhku‖ ≤ C|x− y|/r.

We have shown that F ∈ Ṁ1,p(A2ε0 ∪Ω). Finally, by combining this with the fact
that the function F has compact support and is Lipschitz outside the set Aε0 ∪ Ω,
we finally obtain (1) for a.e. x, y in Rn e.g. with the function c(g2 +F ) substituted
in place of g, where c is a large enough constant. The estimate for ‖F‖Lp(Rn) is
immediate and we obtain that F ∈M1,p(Rn) with suitable bounds for the norm. �

Remark 22. The motivation for presenting proof of Theorem 20 above was to demon-
strate how the coincidence of the Sobolev-Hardy spaces with the spaces M1,p can
also be used to give simple and unified proofs of extension results, since the above
argument works unchanged also for p > 1. If one considers extension results just
for the spaces M1,p(Ω) it is possible to considerably weaken the conditions on Ω by
replacing uniformity by a so called measure density property of the domain Ω. This
result (in the case p = 1) in contained in [15].

4. Extension of the Hardy inequality

For a subdomain Ω ⊂ R we denote by W 1,p
0 (Ω) the closure of C∞0 (Ω) in the space

W 1,p(Ω). It is well-known that if ∂Ω is regular enough, then the classical Hardy
inequality ∫

Ω

(
|u(x)|
d(x, ∂Ω)

)p
dx ≤ C(p, n,Ω)

∫
Ω
|Du(x)|p dx(12)

holds for p ∈ (1,∞). In this case we say that Ω carries the p-Hardy inequality. We
refer e.g. to [19] for conditions on Ω which ensure the validity of (12). On the other
hand, it is well-known that the Hardy inequality fails for the space W 1,1

0 . This fact is
closely connected to W 1,1(Rn) and M1,1(Rn) being different, as the following simple
example shows.

Example 23. Assume that h ∈ L1(R) satisfies supp(h) ⊂ [−2, 2], h ≥ 0, and h

is even. Define a function u ∈ W 1,1(R) by setting u(x) =
∫ x
0 h(t) dt. Pick any

g ∈ D(u) ∩ L1(R). By symmetry we may assume that g is even without changing
the integrability properties of g. By considering the condition (3) with respect to
points x and −x we deduce that∣∣u(x)

x

∣∣ ≤ g(x) for a.e x > 0.(13)
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Thus u(x)/x is integrable in a neighbourhood of the origin, assuming that g ∈
L1. Especially this holds if u ∈ M1,1(R). In this case, (13) can be viewed as an
analog of the Hardy-inequality for the function u. However, in general (13) fails for
u ∈ W 1,1(R), since the choice h(x) ∼ (|x| log2(1/|x|))−1 near the origin leads to
u(x)/x ∼ (|x| log(1/|x|))−1 for small x.

We say that a bounded subdomain Ω ⊂ Rn is Lipschitz if each point x ∈ ∂Ω has a
regular neighbourhood U in the sense that, after an isometric change of coordinates,
we have

U ∩ ∂Ω = {(y, h(t)) : y ∈ B(0, δ) ∩Rn−1}(14)

where δ > 0 and the Lipschitz function h : B(0, δ)∩Rn−1 may depend on x, but the
Lipschitz constants of the functions h are uniformly bounded. This enables us to
define a local reflection H on the neighbourhood U ∩Ω. Thus, assuming that in the
above coordinate system Ω lies locally below the graph of the function h, we define
for x = (y, t) ∈ U ∩ Ω

H(x) = (y, 2h(y)− t).

The reflection map H is a measure preserving bijection H : U ∩ Ω → H(U ∩ Ω).
Morever, by shrinking the neighbourhood U if needed, we may assume that ∼
|H(x)− x| ≤ c1d(x, ∂Ω), since h Lipschitz.

The following result shows that the right counterpart of the Hardy inequality in
the case p ≤ 1 involves the Hardy-Sobolev spaces. It should be noted that the proof
is almost trivial thanks to Theorem 1.

Theorem 24. Let Ω be a bounded Lipschitz subdomain of Rn and p ∈ (n/(n+1), 1].
Then there is a finite constant C = C(p, n,Ω) such that any ϕ ∈ C∞0 (Ω) satisfies
the inequality ∫

Ω

(
|u(x)|
d(x, ∂Ω)

)p
dx ≤ C

n∑
j=1

‖Djf‖pHp(Rn).(15)

Proof. Assume that
∑n

j=1 ‖Dju‖pHp(Rn) = 1. Choose a finite cover of of ∂Ω by
regular neighbourhoods. Let U be one of these neighbourhoods and assume that
its intersection with the boundary ∂Ω has the representation (14). By Theorem 1
we may choose a function g ∈ D(u) with ‖g‖Lp(Rn) ≤ c. We note that u vanishes
outside Ω, whence we obtain for almost every x ∈ U ∩ Ω that

|u(x)| = |u(x)−u(H(x))| ≤ |x−H(x)|(g(x)+g(H(x))) ≤ c1d(x, ∂Ω)(g(x)+g(H(x)).

Since H is measure preserving we thus obtain that∫
U∩Ω

(
|u(x)|
d(x, ∂Ω)

)p dx ≤ (2c1)p
∫
U∩Ω

g(x)p dx ≤ (2c1)pcp.

The claim follows by summing over the chosen regular neighbourhoods, and applying
the Poincare inequality to the uncovered part of the domain. �

Remark 25. Another, even easier approach to the above result would be to use
the obvious bi-Lipschitz invariance of the space M1,p(Rn) in order to reduce the
boundary locally to a piece of a hyperplane, in which case the reflection argument
is trivial.
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As our last observation we generalize the above observation to a more extensive
class of domains. For that end we recall certain definitions. Let U ⊂ Rn be a
bounded open set and p ∈ (0, 1]. The Hardy p-capacity of a compact subset E ⊂ U ,
relative to U , is defined by setting

capH1,p(E;U) := inf
{ n∑
k=1

‖Dkϕ‖pHp(Rn) : ϕ ∈ C∞0 (U), ϕ(x) ≥ 1 for x ∈ E
}
.(16)

It is easily verified that one may replace the condition ϕ ∈ C∞0 (U) above by ϕ ∈
W∞

0 (U), i.e. the class of compactly supported Lipschitz functions.
We need an analogue of [11, Proposition 3]. The proof is a slight modification of

the original argument in case p > 1.

Lemma 26. Let q > n/(n+1). Assume that B ⊂ Rn is a ball with radius r, K ⊂ B

is compact with capH1,q(K; 2B) ≥ crn−q. Then for every u ∈ C∞0 (Rn) satisfying
u|K = 0, any g ∈ D(u), and for any x ∈ B it holds that

|u(x)| ≤ rc(n, q)(M(gq)(x))1/q.

Proof. For k ≥ 0 denote Bk = B(x, r2−k). The Poincare inequality, i.e. Proposition
5 yields that |u2B − uB0 | . r(M(gq)(x))1/q and |uBk

− uBk+1
| . 2−kr(M(gq)(x))1/q.

Since u is continuous we may sum up these inequalities and obtain

|u(x)− u2B| . r(M(gq)(x))1/q.(17)

In order to estimate u2B we assume that u2B 6= 0. Define a cutoff function h by
setting h(x) = 1 on B, h(y) = 1 − 2dist(x,B)/r for x ∈ (3/2)B \ B, and h = 0 for
x 6∈ (3/2)B. Set v := (u− u2B)h. It is easily verified that g̃ ∈ D(v), where

g̃ :=
2
r
|u− u2B|χ2B + gχ2B.

By (q, q)-Poincare, i.e. Proposition 5 combined with the Hölder-inequality, we have
that ‖v‖qLq(Rn) .

∫
3B g

q dx. Now v/u2B is admissible for the definition of capacity,
and we may apply Theorem 1 and the definition of capacity to estimate

crn−q ≤ capH1,q(K; 2B) . (u2B)−q
∫
Rn

|g̃|q dx . (u2B)−q
∫

3B
|g|q dx.

This yields an upper bound for u2B, which in combination with (17) finishes the
proof. �

Let p ∈ (0, 1]. We call the complement of a domain Ω ⊂ Rn uniformly p-fat if
there is a constant c > 0 such that for each x ∈ Ωc and r > 0 one has

capH1,p(ΩC ∩B(x, r);B(x, 2r)) ≥ crn−p.(18)

Similarly, the complement Ωc is thick in the sense of s- Hausdorff content (here s > 0
is arbitrary) if there is c > 0 such that for each x ∈ Ωc and r > 0 one has

Hs
∞(Ωc ∩B(x, r)) ≥ crs.(19)

Here for any subset E ⊂ Rn the s-Hausdorff content of E is defined as Hs
∞(E) :=

c(n, q) inf
∑∞

k=1 r
s
k, where the infimum is taken over all denumerable coverings of E

by balls with radii rk, k ∈ N.
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Theorem 27. Let p ∈ (n/(n+1), 1]. (i) Assume that Ω ⊂ Rn is a bounded domain
with uniformly q-fat complement for some q < p. Then the domain Ω carries the
p-Hardy inequality (15).

(ii) Assume that the complement of Ω is thick in the sense of (n − q)-Hausdorff
content with some q < p. Then the domain Ω carries the p-Hardy inequality (15).

Proof. (i) Let u ∈ C∞0 (Ω) and g ∈ D(u). Fix x ∈ Ω. Denote r = d(x, ∂Ω)
and choose z ∈ ∂Ω with d(x, z) = r. We may apply Lemma 26 with the choice
B = B(z, r). The outcome is

u(x)/d(x, ∂Ω) ≤ c(M(gq)(x))1/q.

As gq ∈ Lp/q, where p/q > 1 we obtain the desired conclusion by the Hardy-
Littlewood maximal theorem.

(ii) It is clearly enough to prove the following: given n/(n + 1) < q < p ≤ 1
and C > 0 there is a constant c = c(n, p, q) > 0 such that the condition Hn−q

∞ (E) ≥
Crn−q implies that capH1,p(E; 2B) ≥ crn−p. Here B ⊂ Rn is a ball and E ⊂ B is
an arbitrary compact subset. Actually, since both the capacity and the Hausdorff
content scale in the appropriete manner, it is enough to consider the case r = 1.

In order to prove the claim we thus assume that B is a ball of radius one and
E ⊂ B is compact with Hn−q

∞ (E) ≥ c0. Suppose that u ∈ C∞0 (2B) satisfies u ≥ 1
on E and g ∈ D(u). Fix an arbitrary x ∈ E. Choose a ball B0 ⊂ 3B with radius 1
such that B0 ∩ 2B = ∅. Moreover, for k ≥ 1 denote Bk = 21−kB. By using again the
Poincare inequality to compare mean values in the chosen balls we deduce that

1 = |u(x)− uB0 | ≤ c1

(
(−
∫

3B
gq dx)1/q + 2−k

∞∑
k=1

(−
∫
Bk

gq dx)1/q
)
.(20)

Since
∑∞

k=0 2(−1+q/p)k = c2 <∞, we deduce that necessarily either (−
∫
3B g

q dx)1/q ≥
1/(c1c2) or there is an index k ≥ 1 such that (−

∫
Bk
gq dx)1/q ≥ 2kq/p/(c1c2). In both

cases, by the Hölder inequality, there is a constant c3 = c3(p, q, n) such that one of
these balls, call it B̃, has radius r̃ ≤ 3, is centered at x and satisfies∫

eB gp dx ≥ c3r̃
n−q.(21)

We select a ball B̃ as above for each x ∈ E. By a standard covering argument we
may select a disjoint subcollection B such that the corresponding 5-times inflated
balls cover E. By summing the inequality (21) over this collection we obtain∫

Rn

gp dx ≥
∑
eB∈B

∫
eB gp dx ≥ c35q−nHn−q

∞ (E) ≥ c35q−nc0.(22)

This concludes the proof of part (ii) of the Theorem. �

Remark 28. The proof of part (ii) is insipired by [13]. In connection with the above
result we point out the interesting paper [23] which connects the p-Hardy Sobolev
capacity directly to the (n−p)-Hausdorff content. It should be also noted that in the
case p > 1 one may show the sufficiency of uniform p-fatness of Ωc by employing the
self-improving property of uniform p-fatness, due to J. Lewis [19], which approach
appears not to work for p ≤ 1. We plan to return to Hardy’s inequality in more
general domains and consider at the same time generalizations of the results of the
present paper to non-Euclidean situations.
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E-mail address: saksman@maths.jyu.fi


