Abstract

We consider the simplest form of a second order, linear, degenerate, divergence structure equation in the plane. Under an integrability condition on the degenerate function, we prove that the solutions are continuous.

1 Introduction

Let \( \Omega \) be a domain in \( \mathbb{R}^2 \). We consider the second order, linear, divergence structure equation

\[
\text{div}(A(x) \nabla u(x)) = 0,
\]

where \( A(x) = [a_{ij}(x)]_{i,j=1,2} \) is a symmetric matrix with measurable coefficients defined in \( \Omega \). Let \( \alpha : \Omega \to [1, \infty] \) be an almost everywhere finite measurable function. We assume that the maximum eigenvalue of the matrix \( A(x) \) is bounded by 1 and the minimum eigenvalue by \( [\alpha(x)]^{-1} \), that is,

\[
\frac{|\xi|^2}{\alpha(x)} \leq \langle A(x)\xi, \xi \rangle \leq |\xi|^2
\]

for all \( \xi \in \mathbb{R}^2 \) and for almost every \( x \in \Omega \). We say that a function \( u \in W^{1,1}_{\text{loc}}(\Omega) \) has finite energy provided

\[
\langle A\nabla u, \nabla u \rangle \in L^1_{\text{loc}}(\Omega).
\]

In what follows, we always take \( A \) and \( \alpha \) as defined above. A function \( u \in W^{1,1}_{\text{loc}}(\Omega) \) is a weak solution of the equation (1) provided that it has finite energy.
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and (1) holds in the sense of distribution, i.e.
\[
\int_{\Omega} \langle A \nabla u, \nabla \phi \rangle \, dx = 0
\]  
for all \( \phi \in C^\infty_0(\Omega) \). We refer to [21] for the detailed discussion on the notion of solutions and the weighted Sobolev spaces.

The equation (1) is uniformly elliptic [4], if the function \( \alpha \) is essentially bounded in \( \Omega \). In this case, Morrey [11, 12] proved that solutions are Hölder continuous. The study of the best Hölder continuity exponent originated with the work of Widman [22] and Meyers [10]. Finally the sharp exponent was obtained by Piccinini and Spagnolo [17].

In higher dimensions (\( \mathbb{R}^n, n \geq 3 \)), Hölder continuity of solutions in the uniformly elliptic case was settled in the late 1950’s. This study goes back to the pioneering work of De Giorgi [1] and Nash [15]. It was further developed by Ladyzhenskaya and Ural’tseva [7] to cover a wide range of quasilinear elliptic equations. Hölder continuity also follows from the Harnack inequality, established in the case of linear elliptic equations by Moser [13, 14]. Later, Serrin [18] and Trudinger [20] extended the Harnack inequality, and hence also Hölder continuity, to the quasilinear equations.

On the contrary, when the equation (1) is degenerate, that is, when \( \alpha(x) \) is unbounded, finding the optimal condition on \( \alpha(x) \) which guarantees continuity of the solutions seems to be far from settled. In the planar case, the standing conjecture of De Giorgi [2] reads as:

**Conjecture 1.1.** [DE GIORGI [2]] Let \( A \) and \( \alpha \) be as above. Suppose that
\[
\int_{\Omega} \exp \sqrt{\alpha(x)} \, dx < \infty.
\]  
Then any weak solution of the equation (1) is continuous in \( \Omega \).

Conjecture 1.1 is one of the several conjectures (Conjecture 4) raised by De Giorgi [2] in his talk in Lecce, 1995. He also raised interesting conjectures in higher dimensions. These conjectures are still open, and as far as we know, the best known result is due to Trudinger [21]. We refer to [3], and the references therein, for a discussion of these challenging problems.

Let us next discuss the known results concerning Conjecture 1.1. The best known result [3] reads as: if \( \alpha(x) \leq \mu(|x - x_o|) \) in a ball \( B(x_o, r) \), compactly contained in \( \Omega \), for a function \( \mu \) satisfying
\[
\int_0^r \frac{1}{t \mu(t)} \, dt = \infty,
\]  
then any weak solution \( u \) of the equation (1) is continuous at the point \( x_o \). The condition (6) requires that the function \( \mu \) has almost logarithmic growth. In fact, on the one hand, for any \( c > 0 \), the function
\[
\alpha_0(x) = c \log \left( e + \frac{1}{|x|} \right)
\]
satisfies the above assumption. Thus any weak solution of the equation (1) with the degenerate function \( \alpha_0 \) is continuous at the origin. Comparing this with the conjecture we realize that the function \( \alpha_0 \) enjoys a much stronger integrability condition than (5). Namely,

\[
\int_{B(0,1)} \exp(\lambda\alpha_0(x)) \, dx < \infty
\]  

for any \( \lambda < 2/c \). On the other hand, for any \( \varepsilon > 0, c > 0 \), the function

\[
\alpha_\varepsilon(x) = c \log \left( 1 + \frac{1}{|x|} \right)
\]

fails to satisfy the requirement (6). Again, comparing this assumption with the conjecture, but this time we find that \( \alpha_\varepsilon(x) \) satisfies the integrability condition (5) in Conjecture 1.1 for any \( \varepsilon < 1 \) and \( c > 0 \); even \( \alpha_1(x) \) does when \( c < 4 \). Thus, there is a huge gap between the known result and Conjecture 1.1.

The result mentioned above follows from two facts. First, any weak solution of the equation (1) is weakly monotone, see Section 3 for the detailed discussion. Second, the weak solution has finite energy. Actually, one can show that if \( \alpha(x) \) is exponentially integrable, that is, the function \( \alpha \) satisfies the condition (7), for some \( \lambda > 0 \), then the solutions are continuous, see Remark 3.1.

In this note, we prove the following result.

**THEOREM 1.1.** Let \( \Omega \) be a domain in \( \mathbb{R}^2 \) and \( \alpha : \Omega \to [1, \infty) \) be a function such that

\[
K = \int_{\Omega} \exp(\lambda \sqrt{\alpha(x)}) \, dx < \infty \quad \text{for some } \lambda > 1.
\]  

Then any weak solution \( u \) of the equation (1) with the structure condition (2) is continuous in \( \Omega \). Moreover, we have the following modulus of continuity. Suppose that the ball \( B_R = B(x_0, R) \) is compactly contained in \( \Omega \). Then for \( \beta \in (0, \lambda - 1) \), we have

\[
|u(x) - u(y)| \leq C \log^{-\beta/2} \left( \frac{K}{\pi r^2} \right) \left( \int_{B_R} \langle A(x) \nabla u, \nabla u \rangle \, dx \right)^{1/2},
\]

whenever \( x, y \in B_r \) and \( r < \frac{R^2}{\pi K} \). Here the constant \( C \) depends on \( \beta, \lambda, R \) and \( K \).

Naturally we ask if Theorem 1.1 is still true under the assumption (8) with \( \lambda \leq 1 \). This seems to be a delicate question. Let us look at closely Conjecture 7 in [2] for this issue. Let \( \Omega = \{ x = (x_1, x_2) \in \mathbb{R}^2 : |x| < 1/e \} \) and \( A, B \) be subsets of \( \Omega \) given by the rule

\[
A = \{ x \in \Omega : 2|x_2| > |x| \}, \quad B = \{ x \in \Omega : 2|x_2| < |x| \}.
\]

For any \( \varepsilon > 0 \), we define a function \( \tau \) on \( \Omega \) as follows

\[
\tau(x) = \begin{cases} 
1 & \text{if } x \in A \\
\log |x|^{-(2+\varepsilon)} & \text{if } x \in B.
\end{cases}
\]
Then Conjecture 7 in [2] states that the solutions of the equation (1) with $A(x) = \tau(x)I$ are discontinuous. As we can see, in this case $A(x)$ satisfies the structure condition (2) with $\alpha(x) = |\log |x||^{2+\epsilon}$, therefore,

$$\int_{\Omega} \exp(\lambda \sqrt{\alpha(x)}) \, dx = \infty, \quad \text{for} \ \lambda > 0$$

and

$$\int_{\Omega} \exp(\lambda \alpha(x)^q) \, dx < \infty, \quad \text{for} \ q < 1/(2 + \epsilon) \ \text{and} \ \lambda > 0.$$ 

Thus a positive answer to the above conjecture only shows that the square root in the integrability condition (8) is sharp.

The proof of Theorem 1.1 is divided into two steps, formulated as Lemma 3.1 and Lemma 3.2 in Section 3. Lemma 3.1 shows that the oscillation of the solution $u$ is controlled by its energy. It follows from the integrability assumption (5) of $\alpha(x)$ and the fact that $u$ is weakly monotone. Unfortunately, Lemma 3.1 is not enough to show that $u$ is continuous. It only shows that the solution cannot be severely discontinuous. The key for us is to prove a decay estimate for the energy of $u$, a Morrey type estimate [12]. This improvement for the energy is stated in Lemma 3.2 and is enough to cancel the discontinuity part of the oscillation estimate mentioned above to prove the continuity of $u$.

### 2 An auxiliary lemma

The proof of Theorem 1.1 strongly relies on an auxiliary inequality, which is formulated in Lemma 2.1. Although, the proof of this inequality is an elementary consequence of Jensen’s inequality, it gives the sharp estimate. This sharp bound will play a crucial role in the proofs of Lemma 3.1 and Lemma 3.2.

We denote the surface measure of the unit sphere $\partial B(0,1)$ by $\omega_{n-1}$. The notation

$$\int_{\partial B(y,r)} h(x) \, d\sigma = \frac{1}{\omega_{n-1} r^{n-1}} \int_{\partial B(y,r)} h(x) \, d\sigma$$

stands for the integral average of $h$ over the sphere $\partial B(y,r)$.

**Lemma 2.1.** Let $q \geq 1$ and $\gamma > 0$ be two given constants, and $\Omega$ be a domain in $\mathbb{R}^n$. Suppose that a function $\beta : \Omega \to [1, \infty)$ is exponentially integrable, precisely

$$K = \int_{\Omega} \exp(\lambda \beta(x)) \, dx < \infty, \quad \text{for some} \ \lambda > 0. \quad (10)$$

Then, for the ball $B(y,R) \subset \Omega$ we have

$$\int_{r}^{R} \frac{ds}{s \left( \int_{\partial B(y,s)} \beta(x)^q \, d\sigma \right)^{\gamma/q}} \geq F(R/e^3) - F(r), \quad (11)$$
whenever $0 < r < R/e^3$. Here

$$F(s) = \begin{cases} \frac{\lambda^n}{n!(\gamma-1)} \log^{-\gamma+1} \left( \frac{e^\eta K}{\omega_0-1+\gamma} \right) & \text{if } \gamma \neq 1 \\ -\frac{\lambda}{n} \log \log \left( \frac{e^\eta K}{e^{\eta} \omega_0-1+\gamma} \right) & \text{if } \gamma = 1, \end{cases}$$

where $t_0 = \max((q - 1)/\lambda, (\gamma - 1)/\lambda)$.

**Proof.** For simplicity, we write $B_s = B(y, s)$. Let $i_R$ and $i_r$ be integers such that $\log R - 1 < i_R \leq \log R$ and $\log r \leq i_r < \log r + 1$. We have

$$\int_r^R \frac{ds}{s \left( f_{\partial B_s} \beta(x)q \, d\sigma \right)^{\gamma/q}} \geq \sum_{i=1}^{i_R-1} \int_{e^i}^{e^{i+1}} \frac{ds}{s \left( f_{\partial B_s} \beta(x)q \, d\sigma \right)^{\gamma/q}}. \quad (12)$$

Next, we estimate each integral on the right hand side of (12) in the following way. Changing the variable by the formula $s = e^t$, we obtain

$$\int_{e^i}^{e^{i+1}} \frac{dt}{\left( f_{\partial B_s} \beta(x)q \, d\sigma \right)^{\gamma/q}} = \int_{e^i}^{e^{i+1}} \frac{dt}{ \left( f_{\partial B_s} \beta(x)q \, d\sigma \right)^{\gamma/q}}. \quad (13)$$

Since the function $\tau \to \exp(\lambda \tau^{1/q})$ is convex for $\tau \geq (q - 1)/\lambda$, Jensen’s inequality gives

$$\int_{e^i}^{e^{i+1}} \frac{dt}{\left( f_{\partial B_s} \beta(x)q \, d\sigma \right)^{\gamma/q}} \leq \left[ \int_{e^i}^{e^{i+1}} \left( f_{\partial B_s} \beta(x)q \, d\sigma \right)^{\gamma/q} \right]^{-1}. \quad (14)$$

Combining (12), (13) and (14), we arrive at

$$\int_r^R \frac{ds}{s \left( f_{\partial B_s} \beta(x)q \, d\sigma \right)^{\gamma/q}} \geq \sum_{i=1}^{i_R-1} \left[ \int_{e^i}^{e^{i+1}} \left( f_{\partial B_s} \beta(x)q \, d\sigma \right)^{\gamma/q} \right]^{-1}. \quad (15)$$

We continue to estimate the right hand side of (15). For that, we define the following auxiliary function

$$\tilde{\beta}(x) = \begin{cases} \beta(x) & \text{if } \beta(x) > t_0 \\ t_0 & \text{if } \beta(x) \leq t_0, \end{cases}$$

where $t_0 = \max((q - 1)/\lambda, (\gamma - 1)/\lambda) \geq 0$, defined as in the lemma. Note that the function $t \to \exp(\lambda t^{1/q})$ is convex for $t \geq (q - 1)/\lambda^q$. Again, Jensen’s inequality gives

$$\left( \int_{\partial B_s} \beta(x)^q \, d\sigma \right)^{1/q} \leq \left( \int_{\partial B_s} \tilde{\beta}(x)^q \, d\sigma \right)^{1/q} \leq \frac{1}{\lambda} \log \left( \int_{\partial B_s} \exp(\lambda \tilde{\beta}(x)) \, d\sigma \right).$$
Thus for each \( i = i_r, \ldots, i_R - 1, \)
\[
\int_i^{i+1} \left( \int_{\partial B_t} \beta(x)^q \, d\sigma \right)^{\gamma/q} dt \leq \frac{1}{\lambda^\gamma} \int_i^{i+1} \log^\gamma \left( \int_{\partial B_t} \exp(\lambda \beta(x)) \, d\sigma \right) dt
\]
\[
\leq \frac{1}{\lambda^\gamma} \log^\gamma \left( \int_i^{i+1} \int_{\partial B_t} \exp(\lambda \beta(x)) \, d\sigma \, dt \right)
\]
\[
= \frac{1}{\lambda^\gamma} \log^\gamma \left( \int_i^{e^t} \frac{1}{s} \int_{\partial B_s} \exp(\lambda \beta(x)) \, d\sigma \, ds \right)
\]
\[
\leq \frac{1}{\lambda^\gamma} \log^\gamma \left( \frac{e^{t_0} K}{\omega_{n-1} e^{tn}} \right),
\]
where in the second inequality above, we used once more Jensen’s inequality. Note that the function \( t \rightarrow \exp(t^{1/\gamma}) \) is convex for \( t \geq \max(\gamma - 1, 0) \). Putting the above estimates together we conclude that
\[
\int_R^r \frac{ds}{\left( \int_{\partial B_s} \beta(x)^q \, d\sigma \right)^{\gamma/q}} \geq \sum_{i=i_r}^{i_{R-1}} \frac{1}{\lambda^\gamma} \int_i^{i+1} \log^\gamma \left( \frac{e^{t_0} K}{\omega_{n-1} e^{tn}} \right) dt
\]
\[
\geq \lambda^\gamma \int_{e^t}^{e^{t_0}} \frac{1}{s} \int_{\partial B_s} \exp(\lambda \beta(x)) \, d\sigma \, ds \geq \lambda^\gamma \int_{e^t}^{e^{t_0}} \frac{1}{s} \int_{\partial B_s} \exp(\lambda \beta(x)) \, d\sigma \, ds
\]
which proves the lemma.

## 3 Proof of Theorem 1.1

A very powerful method when dealing with continuity properties of functions is furnished by notion of monotonicity, which goes back to Lebesgue [8] in 1907. Monotonicity for a continuous function \( u \) in a domain \( \Omega \) simply means that
\[
\text{osc}(u, B) \leq \text{osc}(u, \partial B)
\]  
(16)

for every ball \( B \subset \Omega \). It turns out that monotonicity can be defined without the continuity assumption. The following definition is due to Manfredi [9].

**Definition 3.1.** A real valued function \( v \in W^{1,1}(\Omega) \) is said to be weakly monotone if for every ball \( B \subset \Omega \) and all constants \( m \leq M \) such that
\[
(v - M)^+ - (m - v)^+ \in W^{1,1}_0(B)
\]  
(17)
we have
\[ m \leq v(x) \leq M \] (18)
for almost every \( x \in B \).

As usually, the space \( W^{1,1}_0(B) \) is the completion of \( C^\infty_0(B) \) in \( W^{1,1}(B) \).

It is known that any weak solution of equation (1) is weakly monotone in domain \( \Omega' \) compactly contained in \( \Omega \) under the assumption of Theorem 1.1. This simply follows from using \( (u - M)^+ \) and \( (m - u)^+ \) as a test function in (4) and applying the lower bound (2) for the matrix \( A(x) \). These are legitimate test functions due to the assumption (3) and the following point-wise estimate
\[ \langle A(x) \nabla u, \nabla \phi \rangle \leq |\nabla \phi| \sqrt{\langle A(x) \nabla u, \nabla u \rangle}. \]

Here we also used the upper bound at (2). Monotonicity allows us to show the following oscillation estimate for a solution \( u \). Let \( B(x_o, r) \) be a ball compactly contained in \( \Omega \).

**Lemma 3.1.** Under the hypothesis of Theorem 1.1, we have
\[ |u(x) - u(y)|^2 \leq 64\pi \log \left( \frac{K}{\pi r^2} \right) \int_{B(x_o, r)} \langle A(z) \nabla u, \nabla u \rangle \, dz \] (19)
for almost every \( x, y \in B(x_o, r) \).

**Proof.** Actually, we will prove the estimate (19) under slightly weaker assumptions than are stated in the lemma, namely it is enough to require that the function \( \sqrt{\alpha(x)} \) is exponentially integrable, i.e. (8) is valid for \( \lambda = 1 \). Fix a ball \( B_r = B(x_o, \left( \frac{2\pi}{K r^2} \right)^{1/2} r^2 \) which is compactly contained in \( \Omega \). Monotonicity of \( u \) gives that for almost every \( t \in (0, r) \) we have
\[ |u(x) - u(y)| \leq \int_{\partial B_t} |\nabla u(z)| \, d\sigma \] (20)
for almost every \( x, y \in B_t \). Therefore, by the assumption (2) and Hölder's inequality we arrive at
\[ |u(x) - u(y)|^2 \leq \int_{\partial B_t} \alpha(z) \, d\sigma \int_{\partial B_t} \langle A(z) \nabla u, \nabla u \rangle \, d\sigma. \] (21)

Thus
\[ \frac{|u(x) - u(y)|^2}{t} \leq \frac{2\pi}{t} \int_{\partial B_t} \langle A(z) \nabla u, \nabla u \rangle \, d\sigma. \] (22)
We integrate both sides of the above inequality with respect to the variable \( t \) over \((r', r)\), where \( r' < r/e^3 \) will be chosen later. We have for almost every \( x, y \in B_{r'} \),

\[
|u(x) - u(y)|^2 \int_{r'}^{r} \frac{dt}{t} \int_{\partial B_{r}} \alpha(z) d\sigma \leq 2\pi \int_{B_{r}} \langle A(z) \nabla u, \nabla u \rangle dz.
\] (23)

To estimate from below the integral on the left hand side of the above inequality, we apply Lemma 2.1 with \( \beta(z) = \sqrt{\alpha(z)}, q = 2, \gamma = 2 \) and \( \lambda = 1 \). We arrive at

\[
[F(r/e^3) - F(r')] |u(x) - u(y)|^2 \leq 2\pi \int_{B_{r}} \langle A(z) \nabla u, \nabla u \rangle dz,
\]

where

\[
F(s) = \frac{1}{2} \log^{-1} \left( \frac{eK}{2\pi s^2} \right).
\]

Now the lemma follows by choosing \( r' < r/e^3 \) such that \( F(r') = F(r/e^3)/2 \), that is, \( r' = \left( \frac{2\pi}{eK} \right)^{1/2} r^2 \), and employing the elementary inequality

\[
\log \left( \frac{e^2 K}{2\pi r^2} \right) \leq 8 \log \left( \frac{K}{\pi r^2} \right).
\]

Here we employed the fact \( \frac{K}{\pi r^2} \geq c \). This completes the proof of Lemma 3.1.

**Remark 3.1.** If the function \( \alpha \) satisfies the exponential integrability condition at (7), that is,

\[
\int_{\Omega} \exp(\lambda \alpha(x)) dx < \infty,
\]

then, as mentioned in the introduction, any weak solution of the equation (1) is continuous. Indeed, applying Lemma 2.1 to the inequality (23) with \( \beta(x) = \alpha(x), q = 1, \gamma = 1 \) we find that the solution is continuous and it has \((\log \log) \frac{1}{2}\)-type modulus of continuity.

**Lemma 3.2.** Under the hypothesis of Theorem 1.1, for any \( 1 \leq \nu < \lambda \), there exists a constant \( C = C(\lambda, \nu, K, R) \) such that

\[
\int_{B_r} \langle A(x) \nabla u, \nabla u \rangle dx \leq C \log^{-\nu} \left( \frac{K}{\pi r^2} \right) \int_{B_R} \langle A(x) \nabla u, \nabla u \rangle dx
\] (24)

whenever \( B_R = B(x_0, R) \) is compactly contained in \( \Omega \) and \( 0 < r < R/e^3 \).

A crucial tool to establish the sharp decay estimate in Lemma 3.2 is to apply the Poincaré inequality with the sharp constant. Let \( I \) be the interval \([0, 2\pi]\) in \( \mathbb{R} \) and \( p \geq 1 \). If \( \omega \in W^{1,p}(I, \mathbb{R}) \), then

\[
\left( \int_{I} |\omega(x) - \omega|_p^p \ dx \right)^{\frac{1}{p}} \leq A_p \left( \int_{I} |\omega'(x)|^p \ dx \right)^{\frac{1}{p}}.
\] (25)
Here $\omega_i = \int_I \omega(x) \, dx$ is the average of $\omega$ over the interval $I$. The sharp constant $A_p$ is well-known in the literature, see for example [19]. Instead of giving the precise formula for $A_p$ we only recall two facts that will play a crucial role. The first thing that we will employ is continuity of $A_p$ with respect $p$. Secondly, when $p = 2$, the inequality (25), also known as Wirtinger’s inequality in the literature [5], holds with the constant $A_2 = 1$. More precisely, in our case $\omega \in W^{1,p}(I, \mathbb{R})$ for all $p < 2$ and we will only use the fact that the constant $A_p$ approaches 1 as $p \to 2^-$. 

**Proof of Lemma 3.2.** Without loss of generality, we can assume that the origin lies in $\Omega$ and prove the estimate (24) for balls centered at the origin. We write $B_s = B(0, s)$ for all $0 < s < \text{dist}(0, \partial \Omega)$. Our starting point is to verify the inequality 

$$\int_{B_s} \langle A(x) \nabla u, \nabla u \rangle \, dx \leq \int_{\partial B_s} |\langle A(x) \nabla u, \eta_x \rangle (u - c) | \, d\sigma$$

for almost every $0 < s < \text{dist}(0, \partial \Omega)$. Here $\eta_x$ stands for the normal unit vector to $\partial B_s$ at the point $x$ and $c$ is a constant. Later, we will choose the constant $c$ to be the average of $u$ over the 1-dimensional sphere $\partial B_s$.

**Proof of (26).** Fix a ball $B_s$. For sufficiently small $\epsilon \in (0, s/2)$ we define an auxiliary Lipschitz function by the rule 

$$\Gamma_\epsilon(x) = \begin{cases} 
\frac{x - |x|}{\epsilon} & \text{if } s - \epsilon \leq |x| < s, \\
1 & \text{if } |x| < s - \epsilon.
\end{cases} \tag{27}$$

Using the function $\varphi_\epsilon(x) = (u(x) - c)\Gamma_\epsilon(x)$ as a test-function in (4), we have 

$$\int_{B_s} \langle A(x) \nabla u(x), \nabla \varphi_\epsilon(x) \rangle \, dx = 0. \tag{28}$$

Notice that $\varphi_\epsilon$ is a legitimate test-function due to the structure condition (2) and the estimate (19). By the product rule and the fact $|\nabla \Gamma_\epsilon| \leq 1/\epsilon$ we have 

$$\int_{B_{s-\epsilon}} \langle A(x) \nabla u, \nabla u \rangle \, dx \leq \frac{1}{\epsilon} \int_{B_s \setminus B_{s-\epsilon}} |\langle A(x) \nabla u, \eta_x \rangle (u - c) | \, dx$$

$$= \frac{1}{\epsilon} \int_{s-\epsilon}^s \int_{\partial B_r} |\langle A(x) \nabla u, \eta_x \rangle (u - c) | \, d\sigma \, dr. \tag{29}$$

The claim (26) follows by letting $\epsilon \to 0$.

Our second goal is to estimate the right hand side of (26) and verify for
\[ 1 \leq p < 2, \]
\[ \int_{\partial B_s} |u - u_{\partial B_s}| \left| (A(x)\nabla u, \eta_x) \right| \, d\sigma \leq \frac{A_p}{2} s \left( \int_{\partial B_s} |\alpha(x)|^\frac{p}{p-2} \, d\sigma \right)^{\frac{p-2}{2}} \times \]
\[ \times \int_{\partial B_s} \left< A(x)\nabla u, \nabla u \right> \, d\sigma, \tag{30} \]

where \( u_{\partial B_s} \) stands for the integral average of \( u \) over the sphere \( \partial B_s \) and \( A_p \) is the sharp constant in Poincaré’s inequality (25). A crucial property of the constant \( A_p \) for us is that it approaches to 1 as \( p \to 2^- \).

**Proof of (30).** Applying Hölder’s inequality we obtain that
\[ \int_{\partial B_s} |u - u_{\partial B_s}| \left| (A(x)\nabla u, \eta_x) \right| \, d\sigma \leq \left( \int_{\partial B_s} |u - u_{\partial B_s}|^2 \, d\sigma \right)^{\frac{1}{2}} \times \]
\[ \times \left( \int_{\partial B_s} |(A(x)\nabla u, \eta_x)|^2 \, d\sigma \right)^{\frac{1}{2}}. \tag{31} \]

For fixed \( 1 \leq p < 2 \), the sharp form of the Poincaré inequality (25) gives
\[ \left( \int_{\partial B_s} |u - u_{\partial B_s}|^2 \, d\sigma \right)^{\frac{1}{2}} \leq A_p s \left( \int_{\partial B_s} |u_x|^p \, d\sigma \right)^{\frac{1}{p}} \tag{32} \]
where \( u_x \) stands for the tangential derivative of the function \( u \). Notice that these inequalities together with the following point-wise estimate
\[ \left< A(x)\nabla u, \eta_x \right> \leq \left< A(x)\nabla u, \nabla u \right> \left< A(x)\eta_x, \eta_x \right> \tag{33} \]
and the assumption (2) lead to the desired inequality (30) with the constant \( A_p/2 \). In order to obtain the desired estimate (30), i.e. to gain the constant 1/2, we shall explore the special structure of the product
\[ \left( \int_{\partial B_s} |u_x|^p \, d\sigma \right)^{\frac{1}{p}} \left( \int_{\partial B_s} |(A(x)\nabla u, \eta_x)|^2 \, d\sigma \right)^{\frac{1}{2}}. \tag{34} \]

The unit vector \( \eta_x \) and the tangential derivative of \( u \) in this product suggest to write the integrals in terms of polar coordinates. Let \( x_1 = \rho \cos \theta \) and \( x_2 = \rho \sin \theta \) be the polar coordinate transformation. We denote the normal derivative of the function \( u \) by
\[ u_N = u_\rho = \frac{\partial u}{\partial \rho} \tag{35} \]
and the tangential derivative by
\[ u_\theta = u_\theta \rho = \frac{1}{\rho} \frac{\partial u}{\partial \theta}. \tag{36} \]
Also we denote the spherical gradient by $\nabla_s u = (u_N, u_T)$. Using this notation we can write

$$\langle A \nabla u, \eta_x \rangle = \langle A O \nabla_s u, O e_1 \rangle$$  \hspace{1cm} (37)

where $O$ stands for the orthogonal matrix

$$O = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}$$  \hspace{1cm} (38)

and $e_1 = (1, 0)$. Briefly, we denote the symmetric matrix

$$O^T(x) A(x) O(x) \text{ by } B(x) = \begin{pmatrix} b_{11}(x) & b_{12}(x) \\ b_{12}(x) & b_{22}(x) \end{pmatrix}$$  \hspace{1cm} (39)

and, therefore, we have

$$\langle B(x) \nabla_s u, e_1 \rangle = \langle A(x) \nabla u, \eta_x \rangle$$  \hspace{1cm} (40)

and

$$\langle B(x) \nabla_s u, \nabla_s u \rangle = \langle A(x) \nabla u, \nabla u \rangle.$$  \hspace{1cm} (41)

Since the matrix $B(x)$ has the same eigenvalues as the original matrix $A(x)$, the assumption (2) gives

$$\begin{cases} 0 < \frac{1}{\alpha(x)} \leq b_{11}(x) \leq 1 \\ 0 < \frac{1}{\alpha(x)} \leq b_{22}(x) - \frac{b_{12}(x)}{b_{11}(x)} \leq 1 \end{cases}$$  \hspace{1cm} (42)

for almost every $x \in \Omega$. Now we are ready to estimate the product (34). Combining (40) with the inequality $\sqrt{b_{11}(x)} \leq 1$ at (42), we find that

$$\langle A(x) \nabla u, \eta_x \rangle^2 = \langle B(x) \nabla_s u, e_1 \rangle^2 = (b_{11}(x) u_N(x) + b_{12}(x) u_T(x))^2 \leq \left( \sqrt{b_{11}(x)} u_N(x) + \frac{b_{12}(x)}{\sqrt{b_{11}(x)}} u_T(x) \right)^2.$$  \hspace{1cm} (43)

Multiplying the second estimate at (42) by $\alpha(x) u_T^2$ and then raising it to the power $p/2$ we have

$$|u_T|^p \leq \left[ \alpha(x) u_T^2 \left( b_{22}(x) - \frac{[b_{12}(x)]^2}{b_{11}(x)} \right) \right]^{\frac{p}{2}}.$$  \hspace{1cm} (44)

Applying Hölder’s inequality for (44) we are led to the following estimate

$$\left( \int_{\partial B} |u_T|^p \right)^{\frac{1}{p}} \leq \left( \int_{\partial B} \left[ \alpha(x) u_T^2 \left( b_{22}(x) - \frac{[b_{12}(x)]^2}{b_{11}(x)} \right) \right]^{\frac{p}{2}} \right)^{\frac{2}{(p-1)p}} \left( \int_{\partial B} \left( b_{22}(x) - \frac{[b_{12}(x)]^2}{b_{11}(x)} \right) u_T^2 \right)^{\frac{1}{2}}.$$  \hspace{1cm} (45)
Combining the estimates (43) and (45) with the elementary point-wise inequality \( \sqrt{ab} \leq \frac{1}{2}(a + b) \), for \( a, b \geq 0 \), we arrive at
\[
\left( \int_{\partial B_s} |u_t|^p \right)^{\frac{1}{p}} \left( \int_{\partial B_s} |(A(x) \nabla u, \eta_x)|^2 \right)^{\frac{1}{2}} \leq \frac{1}{2} \left( \int_{\partial B_s} [\alpha(x)]^{\frac{2}{1-p}} \right)^{\frac{2-p}{2}} \left( \int_{\partial B_s} \langle B(x) \nabla_s u, \nabla_s u \rangle \right).
\]
(46)

Finally, the claim (30) follows from the estimate (46) together with (41) and Poincaré’s inequality (32).

Putting together (26) and (30) that we proved, we are led to the following elementary differential equation
\[
\frac{d}{ds} \left( \int_{B_s} \langle A(x) \nabla u, \nabla u \rangle \, dx \right) \geq \frac{2}{A_p} s^{-1} \left( \int_{\partial B_s} [\alpha(x)]^{\frac{2}{1-p}} \, d\sigma \right)^{\frac{p-2}{p}}.
\]

First, we integrate both sides of the above inequality with respect to \( s \) over \((r, R)\) for \( r < R/e^3 \). Second, we apply Lemma 2.1 with \( \beta(x) = \sqrt{\alpha(x)} \), \( q = \frac{2p}{2-p} \), \( \gamma = 1 \) to obtain that
\[
\log \left( \frac{\int_{B_R} \langle A(x) \nabla u, \nabla u \rangle \, dx}{\int_{B_r} \langle A(x) \nabla u, \nabla u \rangle \, dx} \right) \geq \frac{2}{A_p} \left( F(R/e^3) - F(r) \right),
\]
(47)
where
\[
F(s) = -\frac{\lambda}{2} \log \log \left( \frac{e^{t_0} K}{2\pi s^2} \right)
\]
and \( t_0 = (3p - 2)/(2 - p) \). At this moment, we fix \( p \). We choose \( p \) so close to 2, that \( \lambda/A_p \geq \nu \) and \( t_0 \geq 1 \). The second requirement is easily fulfilled. Also the first one is possible since \( \nu < \lambda \) and \( A_p \to 1 \) as \( p \to 2^- \). The desired decay estimate (24) on the energy of \( u \) then follows from (47) and the elementary inequality
\[
\log \left( \frac{e^{t_0} K}{2\pi s^2} \right) \geq \log \left( \frac{K}{\pi s^2} \right).
\]
This finishes the proof of Lemma 3.2.

Proof of Theorem 1.1. Theorem 1.1 simply follows combining Lemma 3.1 with Lemma 3.2.
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