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1 Introduction

Let © C R™ be a domain, n > 2. We call a mapping f : @ — R" K-
quasiregular, if f € I/Vll’"(Q,R”), and if there exists 1 < K < oo so that

IDf(@)||" < K Jg(x)

for almost every x € Q2. Here || D f(x)|| and J¢(z) are the operator norm and
the Jacobian determinant of the differential matrix of f at x, respectively.
We say that f is quasiregular, or of bounded distortion, if it is K-quasiregular
for some 1 < K < co. When n = 2 and K = 1, we recover the class of
analytic functions. If the target of f is the Riemann sphere R" instead of
R™, we call f (K-) quasimeromorphic.

The theory of quasiregular mappings, initiated by the works of Reshet-
nyak and Martio, Rickman and Viisald, shows that they form, from the
geometric function theoretic point of view, the correct generalization of the
class of analytic functions to higher dimensions. In particular, Reshetnyak
proved that non-constant quasiregular mappings are continuous, discrete
and open, and that they preserve sets of measure zero. For the theory of
quasiregular mappings, see the monographs [9], [18] and [19].

Fatou’s theorem [4] says that a bounded analytic function of the unit
disc has radial limits at almost every point of the unit circle. One of the
most important open questions in the theory of quasiregular mappings is
to find out the correct analogue of Fatou’s theorem for higher-dimensional
mappings. Indeed, while Fatou’s theorem is a central result in classical
function theory, with several important developments based on it, the topic
is poorly understood in higher dimensions; it is not even known if there exists
a bounded n-dimensional quasiregular mapping of the unit ball without any
radial limits when n > 3, cf. [11], [24]. In this paper we give the first
step towards the solution of this problem. Namely, we prove that radial
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limits do exist for spatial quasiregular local homeomorphisms. In fact, no
boundedness or growth assumptions are needed here.

Theorem 1.1. Let f: B(0,1) — R™, n > 3, be a quasiregular local home-
omorphism. Then there exists a point x € S"71(0,1), so that the radial
limit

%gri f(tx) =by, € R"

exists.

Theorem 1.1 is a special case of a more general result, Theorem 3.1
below. In particular, radial limits exist for infinitely many points of the unit
sphere, see the discussion after Theorem 3.1. We do not know any better
estimates for the size of the set on which radial limits exist.

Since C72 72" _gmooth spatial quasiregular mappings are local home-
omorphisms by [3] (also see [19], p. 12), the local homeomorphism assump-
tion may be replaced by this smoothness assumption in Theorem 1.1. Also,
since spatial K-quasiregular mappings are local homeomorphisms when K
is close to one, see [12], [5], [17], the local homeomorphism assumption may
be replaced by the assumption K < 1+ ¢(n) in Theorem 1.1. This corollary
also follows from the rigidity result of Sarvas [20]. However, using [20] does
not give a quantitative bound for the constant e(n) above, while Theorem
1.1 combined with [17] gives such a bound.

We next recall some earlier results concerning radial limits of mappings
of the unit ball. First, by using Bojarski’s factorization theorem, one can
prove that bounded planar quasiregular mappings have radial limits in a set
E of positive Hausdorff dimension. On the other hand, by the Beurling-
Ahlfors theorem [2], E can be of arbitrarily small Hausdorff dimension. The
first results on radial limits in higher dimensions are due to Martio and
Rickman [11]. They proved the existence of radial limits almost everywhere
in S"71(0,1) for bounded quasiregular mappings of the unit ball under a
growth condition on the integral of the Jacobian determinant. This result
has been generalized by Koskela, Manfredi and Villamor [10], Rickman [19],
VII Theorem 2.7, and Martio and Srebro [15]. In [15] the mappings are
assumed to be local homeomorphisms. In these generalizations the bound-
edness assumption is dropped. Moreover, in Rickman’s result the growth
assumption is milder than the one in [11], while in [10] and [15] the size of
the exceptional set is shown to be small in terms of Hausdorff dimension.
Also, Vuorinen has several related results on the boundary behavior, see
[28], [19], Chapter VII and the references therein. In particular, in [27] it is
shown that for quasiregular local homeomorphisms the existence of a radial
limit at a point implies the existence of a conical limit.

On the other direction, Martio and Srebro [15], and Heinonen and Rick-
man [7] have constructed examples to show that bounded quasiregular map-
pings of the unit ball may fail to have radial limits in a set of Hausdorff



dimension arbitrarily close to n — 1. The example given in [15] is a local
homeomorphism, while the one in [7] has wild branching behavior. Martio
and Srebro have also constructed, for each n > 3, quasimeromorphic map-
pings f : B(0,1) — R" without any radial limits, see [13], [14]. We believe
that radial limits do exist for spatial quasimeromorphic local homeomor-
phisms of the unit ball. On the other hand, we do not know if there are
spatial quasiregular mappings f : B(0,1) — R™ without radial limits.

The assumption n > 3 is needed in Theorem 1.1, unless it is replaced by
some other assumptions; there exists a locally univalent analytic function
f of the unit disc without any radial limits. Such a function f has been
constructed by Barth and Rippon [1]. This construction uses Arakelian’s
approximation theorem. By using conformal sewing, one can give another,
more constructive proof for the existence of such f!: Consider the locally
univalent function

g9(z) = /Oz exp(exp w) dw

on the closed upper half plane EJF and the identity map h on the closed lower
half plane H . Then the restrlctlons of g and h to R are homeomorphlsms
mapping onto R. By glueing H" and H so that each point = € Ol
identified with the point g(z) € OH , one has an open, simply connected
Riemann surface X. From results of Volkovyskii [26], IV 12.52, it follows
that X is of hyperbolic type. Hence there exist disjoint domains Dy, Dy C
D, with common boundary, so that D; U Dy = D, and conformal maps
G:H" —Di\SY0,1), H:H — D3\ S(0,1), so that

(1.1) H Y (G(z)) = g(z) forall z €R.
Now, define

_ [ 9(G7'(2)), ze Dy,
ﬂm_{&H*@%zeD;

Then, by (1.1), f extends to a locally univalent function of the unit disc.
On the other hand, the hyperbolicity of X implies that the domains D1 and
D5 spiral around each other while approaching S'(0,1). It follows that f
does not have radial limits at any point z € S1(0, 1).

We next give a brief outline of the proof of Theorem 1.1. We choose a
suitable line segment ~ on the image of f, so that v terminates at a point z
inside the cluster set of S"71(0,1), and so that it has a lift 4/ approaching
a point  on S"71(0,1). Then we try to relate the properties of 7/ to
the behavior of the image of the radial line segment I starting at 0 and
terminating at x. In general, if 4/ behaves in a non-tangential way, then
f(JI]) and v are closely related, and it follows that the radial limit at x
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exists and equals z. On the other hand, if 4/ behaves tangentially, then such
a good relation does not have to exist. However, the tangentiality implies
a strong continuity estimate for the restriction of f to 4/. It turns out that
this estimate compensates the absence of the good relation, so that radial
convergence to z occurs also in this case.
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2 Preliminaries

We will mostly use the notation of [19]. The euclidean norm is denoted by
| - |. Euclidean n-balls with center x and radius r are denoted by B(z,7),
while the notation S"~!(z,7) for the corresponding (n — 1)-spheres is used.
The distance of two sets E, F' C R™ is denoted by d(E, F'). Similar notation
is used for the distance of a set E and a point z. The diameter of a set F is
denoted by diam E. The topological boundary of a set E C R" is denoted
by OF. For a topological sphere S C R"™, we denote the bounded component
of R\ S by int S. For a path v : I — R™, where [ is an interval, we will
use the notation |y| := (). We define the spherical cap C(z, o, w) by

Clzya,w)={z €R": |z — 2| =|w—2z|,(w—2)-(z—2) > |z — 2z[*cosal}.

We will use the notion of a quasisymmetric map, see [21], [25]. Let
(X,d) and (Y,d') be metric spaces. We call a homeomorphism f : X —
f(X) CY (n-) quasisymmetric, or a quasisymmetric embedding into Y, if
there exists a homeomorphism 7 : [0,00) — [0,00) so that d'(f(z), f(y)) <
n(t)d' (f(z), f(2)) whenever t > 0 and d(z,y) < td(z, 2).

Now suppose that I' is a family of paths v in © C R™. The (conformal)
n-modulus MT of I' is defined by

MT = inf / x)"dzx,

where X (T') is the family of all Borel functions p : R™ — [0, o] so that
/pdle for all v € T".
v

Then, Poletsky’s inequality (see [19], II Theorem 8.1) says that, for a K-
quasiregular mapping f : Q2 — R", and a family I' of paths in 2,

Mf(T) < K" MT.



When I is a family of paths in S"~!(x,r) equipped with the induced metric
and the Hausdorff (n — 1)-measure, the n-modulus of I' (in S"~!(z,7)) is
denoted by MZST.

We will also consider the conformal modulus of (n — 1)-dimensional sub-
sets of R™. For a family A of Borel sets £ C R", the conformal modulus
MgA is defined by

MgA = inf o1 d
A=t / pla)®T d,

where Y'(A) is the family of all Borel functions p : R™ — [0, 00| so that

/ p(y)dH" L(z) > 1 for all E € A with H" 1(E) > 0.
E

Here H"! is the Hausdorff (n — 1)-measure. We will use the following
result. Suppose that g : Q2 — R"™ is a K-quasiconformal map, i.e. an
injective K-quasiregular mapping, and a € R™. Furthermore, suppose that
A ={E, :r € (s,t)}, where the sets E, satisfy E, C S" 1(a,r) N Q. Then

MsA < KMgg(A).

This result is an easy consequence of the Sobolev embedding theorem, ap-
plied to the (n — 1)-dimensional sets S"~!(a,r) N, and basic properties of
quasiconformal maps.

3 Basic setting

In this section we define the concepts needed to formulate Theorem 3.1
below. Also, we give an auxiliary result that guarantees the existence of
certain paths whose lifts have desirable properties. For information on lifts
of paths, see [19], II Section 3. The setting in this section is similar to the
one in the proof of the Zorich Global Homeomorphism Theorem, see [29],
[8], [19], IIT Theorem 3.4. In particular, the proof of Lemma 3.2 essentially
uses the ideas used to prove the Global Homeomorphism Theorem and its
generalizations.

From now on we assume that f satisfies the assumptions of Theorem 1.1.
Also, we may assume that f(0) = 0. Choose a small enough radius § > 0 so
that U(0, f,§), the 0-component of f~1(B(0,4)), is a normal neighborhood
of 0, i.e. f(OU(0, f,d)) = S"1(0,8) and U(0, f,8) N f~1(0) = {0}. Such
radius exists by [19], I Lemma 4.9.

Next, for every y € S*~1(0,1), define

Yy 1 [0,00) = R™, (1) = ty,



and let 4, be the maximal f-lifting of 7, starting at 0. For each y ¢
S7=1(0,1) there exist A(y) € [4,00], and a point z,, € S"71(0,1), so that
there exists an increasing sequence (t;), t; — A(y), so that

(3.1) lim 4y (t;) = zy.
Denote
L= L wAw), 0 < Ay) < oo,
Y 00, Aly) = oo,

and
G={ty:ye S H0,1),t € [0,\(y))}.

Then, by construction, and by the local homeomorphism property of f,
G is a domain that is starlike with respect to the origin. We denote the
0-component of f~!(G) by G’. Moreover, we denote

Fi={z:y€S8"0,1)}\ {0}
Furthermore, the restriction of f to G’ will be denoted by g;

g:G — G, g(x)=f(x) forallzed.

Then g is a homeomorphism: If we set g~1(2) = 4,(¢) for z = ty, then g~ is

a well-defined, continuous one-to-one mapping by the local homeomorphism
property of f. It follows in particular that F' # (), since otherwise we would
have a quasiconformal homeomorphism ¢g~! from R” into B(0, 1) (recall that
the inverse of a quasiconformal homeomorphism is also quasiconformal).
This cannot be true since the image of R under a quasiconformal map is
R™,

For every z, € F, define cones K (y, ) by

(3.2) K(y,p) ={z € R" : 2y - (zy — x) > |zy||zy — x| cos p}.

That is, K(y, ) is a cone with vertex z, and opening angle ¢, and it is
symmetric with respect to y,. We denote by H the set of all points z, € I
with the following property: there exist constants ry, ¢, > 0 so that

K(y,oy) N B(zy,1y) C G.

By the local homeomorphism property of f, we see that there exists a point
zy € F minimizing |z| over all z € F. Then z, € H, so that H in non-empty.
Hence Theorem 1.1 is a consequence of the following result.

Theorem 3.1. For each z, € H,

(3.3) }E}% ftzy) = 2.



In fact, H contains infinitely many elements. To see this, first notice
that if H were finite, then also F' would be finite. But if F' were finite, the
set R™\ G would be of zero Hausdorff (n—1)-measure (recall that n > 3). By
a theorem of Vaisald [22], such sets are removable for quasiconformal maps.
Hence, ¢g~! would again extend to a quasiconformal map of R” mapping into
a ball, which is impossible.

Cone conditions on the image of a map, similar to the one used here,
appear in the study of the boundary behavior of conformal maps, cf. [16],
Chapter 6. Also, such a condition is used in [6] to study the boundary
absolute continuity properties of quasiconformal maps of the unit ball. It
would be interesting to know that if one assumes that the set H in Theorem
3.1 has positive Hausdorff dimension, can one then deduce measure estimates
for the size of the set at which radial limits exist.

The rest of the paper is concerned with the proof of Theorem 3.1. We
first prove an auxiliary result that will be used later in order to estimate
the conformal moduli of certain path families. As indicated above, the ideas
used in the proof are from the proof of the Zorich Global Homeomorphism
Theorem. We point out that the assumption n > 3 is necessary here.

Lemma 3.2. Suppose that z, € F', and that v : [0,1] — B(0, 1) is a path so
that v(0) € |3y|. Moreover, assume that for r > 0,

f(4(0)) € B(zy,7),

and that
Ti={t: f(y(t) € 5" (zy,7)} # 0.

Denote t" = mingert. Then there exist 0 < o < w and a point

kr € 0C (zy, o, f(7(t7))),

so that every path n joining ky and f(y(t")) in C(zy, o, f(7(t"))) has the
property that all maximal lifts ' of n starting at v(t") satisfy

7] N S™1(0,1) # 0.

Proof. For ¢ > 0, consider the y(t")-component C7, of f~1(C(zy, ¢, f(7(t")))).
Denote by a € (0, 7] the maximal angle for which

h = f\C’a : C& — C(zyv a, f(v(t")))

is a homeomorphism. We first consider the case o < w. Then, if the
conclusion of the lemma does not hold true, there exists, for each p €
0C(zy, a, f(y(t"))), a path 7 joining p to f(y(t")) in C(zy,a, f(y(t"))) so
that the lift 7" of n starting at y(¢") has the property |n’| C B(0,1 — ¢€) for
some € > 0. It follows from [19], IIT Lemma 3.3 that h~! extends to a map
of a neighborhood of p. Since this is true for all p € 9C(zy, o, f(7(t"))),

7



h~1 extends to a homeomorphism of C(zy, a, f(v(t"))) onto CJ. Further-
more, [19], IIT Lemma 3.2 says that h~! extends to a homeomorphism of
a neighborhood of C(zy, a, f(7(t"))) onto its image. This contradicts the
maximality of «, and hence the proof is complete in the case o < 7.

Next assume that @ = w. Denote by p the unique boundary point of
C(zy, m, f(y(t"))). If the claim of the lemma does not hold true, there exists
a path 7 joining f(v(¢")) and p so that the lift o’ of n starting at (¢") has
the property

(3.4) /| C BO,1—¢)
for some € > 0. Now define a nested sequence of compact sets W; by setting
Wi =Crnh™(B(p,i ") N C(z,m, f(4(t)))).

Since each W; is connected (notice that we use the assumption n > 3 here),
also each W; is connected, and hence

K=(W;
=1

is a compact connected set. Consequently, (3.4) implies that

KnB(0,1) #0.
But then K has to be a point by the discreteness of f and by the inclusion

KN B(0,1) c fp).
We conclude that if we denote
S = 5"z, | F(4(17)) = 2)),

and the 7(¢")-component of f~1(S) by S’, then

h=fs: S — S

is a homeomorphism. In particular, S’ is a topological sphere.

Denote B’ = int S’, and B = int S. We next show that h extends to
a homeomorphism B’ — B. First, if there exists a point y ¢ B so that
y = f(x) for some z € B’ then there exists a path 1 joining y and oo
outside B. But then the lift i’ of 7 starting at x has to leave B’ by the
openness of f, and has to intersect S’ in particular. This is a contradiction,
and hence fB’ C B. Moreover, since fisr =5, fB’ = B by the openness of
f. Assume then that f(x1) = f(z2) = y for some z1,x9 € B’. Then, if we
choose a path 7 joining y to a point in S, we have two lifts, n; and n}, of n
starting at x1 and xs, respectively, and terminating at S’. Since h: S’ — S



is a homeomorphism, 7] and 7/ have to terminate at the same point z € 5’.
This is a contradiction, however, since f is a local homeomorphism. We
conclude that

h = f|§ :B'— B

is a homeomorphism. o
Finally, define 5 : [0,t" + 1) — B by setting

fOy(" —1)), te[0,t]
o) = { F(0) + (t —t")(zy — f(7(0))), te€[t",t"+1).

Now, since B’ N S"71(0,1) = 0, we have z,, ¢ B’. Hence 3 must have two
lifts, 5] and (3, starting at (¢"), one lift going near x, and another one
joining y(t") to h=!(z,) € B’. This contradicts the local homeomorphism
property of f, and thus the proof is complete. O

4 Continuity estimate

From now on we consider z, € H to be fixed, and denote ¢, = ¢q, 7, = 1.
We may assume that rg < 1. Our goal is to prove that the radial limit at
xy exists and equals z,,.

For 0 < r < 1, choose a point

(4.1) Ty € |3y NS (wy,7)
as follows: x, = ¥,(t,), where
(4.2) t, = min{t € [0, \(y)) : 3, (t) € S" (2, 7)}.

Then we have
’g@:m) - zy’ < ’g(xm) - Zy’

whenever r; < 7. Define a function 0 : (0,1] — (0, 1] by setting
(4.3) 0(r) = d(z,, S"1(0,1)).
We now have the following continuity estimate.

Proposition 4.1. If f(zs) € B(zy,10/2) and 0 <t < s/2, then

S dr 1
44) / o) < Ol o1

where Co > 0 only depends on g, K and n.



Proof. Fix t < r < s. Then, since f(x,) € B(zy,70/2), [25], Theorem 2.4,
implies that we have the following quasisymmetry condition:

mMax,coK, |g_1(Z) - l'r| < max;coK, ’g_l(z) - $r| < C((,Oo K n)
o(r) T mingepr, |97 (2) — @[ T T

where C(pp, K,n) > 0 only depends on ¢, K and n, and

(4.5) K= K(y,00/2) N (B(zy, 2lg(xr) = 2]) \ Bz, 27 g(@r) = 2y])).

Hence, if we denote

(4.6) Vi = Snil(fyar) N gil(KT)’
then

diam ‘/:,« S Cl <8007 K7 ’I’L)e(?"),
and so
(4.7) H"H(V;) < Calgpo, K,n)0(r)" .

If we now define

A=A{V,:t<r <s},

then we have the following lower bound for MgA. Take an arbitrary test
function p of MgA, and fix r. Then, by Holder’s inequality,

n—1

(@8) 1< [ plw)ar @) <R ( [ ) an ) T

T

Estimates (4.7) and (4.8) yield

Cs(po, K, m)B(r) " < / o) 7T dH (),

T

and so, by integrating over r, we have

(4.9) MgA > Clgo, Kn) | -2
. S Z ®o, 1\, ] 0(7")

We will next give an upper bound for Mgg(A).
For t < r < s, choose

) )
" 2€0K, 2 )

Then, if we denote

W, = B(zy,s,) N S"_l(xy, ),

10



we have

A(0g™ 1K), W) = 55,
and [25], Theorem 2.4 implies that the restriction
gr : W, — g(WT)

of g is an n-quasisymmetric embedding, where the homeomorphism n only
depends on K and n. Furthermore, [25], Theorem 5.2 implies that

(4.10) H* (g(Vp)) = H"Hg(Wy)) = C d(g(zr), g(OW:))"

where C' > 0 only depends on K and n.
We want to show that

(4'11) d(g(xr)7g(8wr)) > C|g(xr) - Zy’a

where C' > 0 only depends on g, K and n. First, notice that g~
to the set K, is an 7p-quasisymmetric map since

L restricted

d(0K,0G) > C diam(K,),

where C' > 0 only depends on ¢y and n. Here the homeomorphism 7y only
depends on g, K and n. Choose points v € OW,. and w € g~ (0K, ) so that

d(g(xr)ag(awr)) = ‘g(xr) - g(?})‘

and
|z, —w| = 2s,.

Then, by quasisymmetry,

Lz —of oy lg(ar) —g(v)]
5_\xr—w\§ 1<| \)’

g — 9(0)] = m@ Ylg() — g(w)] > Cla() — 2,

where C' > 0 only depends on ¢y, K and n. This proves (4.11).
Recall that we have the inequality

(4.12) MgA < KMgg(A).
Also, notice that, by our definition of the sets V.,
(4.13) 9(Vi) € Blzyro) \ Bz 27| f (1) — 2.

By (4.10), (4.11) and (4.13), there exists a constant C' > 0 only depending
on g, K and n, so that the function p : R” — [0, oo},

p(z) = Clz — Zy|1_na z € B(zy,10) \E(Zya |f(ze) — 2y[/2)
0 elsewhere,

11



is a test function for Mgg(A). Thus we have, by integrating pﬁ in polar
coordinates,

1
. A Clog —F——.

By combining (4.9), (4.12) and (4.14), we have (4.4). The proof is complete.
O

5 Proof of Theorem 3.1
Denote
I,:00,1) — B(0,1), I,(t) = tay,.
Suppose that (3.3) does not hold true. Then there exist m > 0 and a
sequence (a;) = (I,(t;)), where t; increases to 1 as j — oo, so that

(5.1) |f(aj) —zy| >m forall j € N.

We fix a constant s as in Proposition 4.1, and a large enough integer
js depending on s. Moreover, we choose, for each j > js > 1, a point
bj = Ta(j) = Yy(ta(j)) for some 0 < a(j) < s, where ;. and ¢, are as in (4.1)
and (4.2), respectively. We will make precise choices of the points b; later.
For now, we only require that

(5.2) bj — y| < laj — x].
Define
Bo:10,1/2] — B(0,1),  Bo(t) = bj + 2[b;| " tb;(|as| — [bs]),

and, similarly, let Iy : [1/2,1] — B(0,1) be a line segment connecting
bjlaj|/|b;j| and a;. Furthermore, define 3 : [0,1] — B(0,1) by setting

[ Bot), 0<t<1/2
m”‘{z&m 12<t<1.

Then ( is a path satisfying the assumptions of Lemma 3.2.

We denote r; = |f(bj) — zy| and s; = |f(a;) — zy|. By passing to a
subsequence, if necessary, we may assume that s; > 10r; for all j € N. We
find that, for all r € (7, s5), f(b;) € B(zy,7) but f(a;) € R"\ B(zy,r). For
each r € (rj,s;), choose t" and a point

F(B(EN) = pr € F(IB1) N S" (2, 7)

as in Lemma 3.2. Then, Lemma 3.2 provides a point k, and a spherical cap
C. so that, if I',. is the family of all paths joining p, and k. in C,., then each
lift 4/ of v € T, starting at 3(¢") has the property

YN s™1(0,1) # 0.

12



By [23], Theorem 10.2, there exists a constant C' > 0, only depending on n,

so that
c

S
Mnr’!’ 2 ?

for all r € (74, s;). Hence, if we denote

L={y:veTl,, re(r,s)}

then integration over r yields
(5.3) MT > Clog 2.
rj

Moreover, denote
I ={v :4is alift of some v € T, C T starting at 3(t")}.

In order to estimate MT’, we use the subadditivity of the conformal modulus.
lzy—a;|

Denote by N; the smallest positive integer larger than logy ) (recall the
definition of the function 6, (4.3)). Then

Nj+1
(5.4) MT' < > MTy,
=0

where I'g is the family of all paths joining Iy and S"~%(0,1), and T, i =
1,...Nj + 1 is the family of all paths joining

18i] = {tb;/|bj] : t € [1 = 2'6((j)), 1 — 271 0(a(5))]}
and S"1(0,1). By (5.2), and since diam |3;| < C'd(|3;], S"1(0,1)) for each
t=1,...,N; + 1, we have
(5.5) MT; <C

for each ¢+ = 0,1,...,N; + 1, where C' > 0 only depends on n. Hence,
combining (5.4) and (5.5) gives

(5.6) MT' < C(N; +2) < C(log W + 2).

By combining (5.3), (5.6) and Poletsky’s inequality, we have

1
—|—2> — log —
r

(57) 1og Sj = log SJ — lOg _ S Cl <10g |$y CLJ|
Ty T y

j 0(a(5))

where C7 > 0 only depends on ¢y, K and n.
We will use the following auxiliary result. Its proof is postponed until
Section 6.
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Lemma 5.1. Suppose that 0 : (0,1] — (0,1] is a function so that if 6(t;) —
0, then t; — 0. Furthermore, fix € > 0. Then either

1. there exists a constant § > 0 and a decreasing sequence (t;), t; — 0,
so that
(t;) > 6t

for allt e N, or

2. there exists a constant M = M(e) > 0 and a decreasing sequence (T;),
T; — 0, so that

Lar
(5.8) lOgH(;})SG/T,QC(lM+M

for all i € N.

Now, the function 6 defined in (4.3) satisfies the assumptions of Lemma
5.1. We split the rest of the proof into two cases, depending on whether 1.
or 2. are satisfied when Lemma 5.1 is applied to this 6. In particular, we
will make precise choices of the points b;.

We first assume that 1. is satisfied with constant # > 0. Notice that we
may assume that 6, although fixed, can be chosen to be as small as we wish.
Suppose that

|z, —aj| =m; <s.

Denote by €;m; the supremum of all radii » < m; for which
(5.9) 6(r) > Or.
By our assumption, ¢;m; > 0 for all j € N. Hence, for each j, there exists
a point
bj =Yy (ta(s));

so that a(j) € [ejm;/2,€e;m; ], and so that (5.9) is satisfied. Then, if €; >
e >0 for all j € N, (5.7) implies

log s; < Cl<log 2 +2) —10gl <C(b¢) —10gl — —00
Hemj T Ty
as j — o0o. This contradicts (5.1). Hence we may, by passing to a subse-
quence if necessary, assume that (¢;) is decreasing and €; — 0.
Now we apply Proposition 4.1 with ¢ = €;m;. We have, by (4.4), and
since (r) < Or for all r € [e;mj, m;],

/s dr Colog %
> .

1
. — >
(5.10) log e Co ok 7

J Mg
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Hence, (5.7) and (5.10) yield

(5.11) log sj < C1<log§ + 2) + (C1 — 671Cp) log el
J

If we now choose 6 < Cy/Cy, then the right hand side of (5.11) tends to
—o0 as j — oo. Then, however, (5.11) contradicts (5.1). This proves the
case that 1. is satisfied for the function 6 in Lemma 5.1.

Now we assume that 2. is satisfied in Lemma 5.1. We choose, for each
Jj €N, apoint b; = 7, = 4, (tr,) for some T; as in Lemma 5.1, so that (5.2)
is satisfied. Again, x, and ¢, are as in (4.1) and (4.2), respectively. But
now, by Proposition 4.1 and (5.2),

1 1 1 S dr
_ < - _
CIIOgH(Ti) logrj < CIIOgH(Ti) CO/Ti a0
1
d
(5.12) < M(co/cl)cl+00/ W:)

where M(-) is as in (5.8). Thus, combining (5.12) and (5.7) yields
Loar
log s; < Ci(log |z — aj| +2 4 M(Co/Ch)) + CO/ % — =0

as j — oo. This contradicts (5.1). Hence, Theorem 3.1 is proved, except for
the proof of Lemma 5.1.

6 Proof of Lemma 5.1

We assume that 1. does not hold true. Without loss of generality, we may
assume that 6(t) < t for all 0 < ¢t < 1. First let h : (0,1] — (0,2] be a
convex, strictly increasing absolutely continuous function for which 1. does
not hold true. We have, for r € (0,1),

1 € 16— /
(6.1) /rhg;;_logh(lr)zfr h(iz)(t)dt—klogh(l).

By the properties of h, there exists a constant x > 0 so that h'(t) < e for
almost every t < k. Hence, when r < &,

Le—n'(t) L) h(1)
(6.2) / h(t)dtZ—/H = —log g

By combining (6.1) and (6.2), we have

Ledt 1 1
(6.3) /r 0] > log ) log )
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Now consider the original function . We will construct a function h as
above, so that

(6.4) h(t) > 6(t) for all t € (0,1],

and so that, for a decreasing sequence (7;), T; — 0,

(6.5) hT;) < 36(T;) for all i € N.
Denote t; = 1, and for j > 2,

(6.6) t; = sup{t: 0(s) < j's for all s < t}.

Then (t;) is a nonincreasing sequence, and t; > 0 for all j € N. Moreover,
t; — 0. Denote

Ar=2, Aj=(—-1)"Y, forj>2,
and define h; : R — R,

A — Ay

hi(t) = A
1(%) 2+ s

(t - tQ)v

and h(t) = hy(t) for t € [ta,t1]. Then h(t) >t > 0(t) for all t € [ta, 1], and,
since
limsup 6(t) > 271, = 27 h(ty),

t—to
there exists a point T} € [to, t1] so that
h(Ty) < 360(Ty).

Now set j; = 1, jo = 2 and, for i > 2,

Aji — Aj < Ajifl - Aji }
b=ttt

(3

(6.7) Ji+1 = min {] eN:j> g,

Such j;11 exists for all 4, since

Aj, — Aj 1 .
— - as j — 00,
tip—tj  Ji—1

while
Aji—l - Aji > 1

tji — tj, Ji — i

Denote, for ¢ € N,
Aji - Aji+1

)
tji - tji+1

K; =

16



and define h; : R — R,
(6‘8) hi(t) = Aji+1 + KG (1 ( ]z+1)
and h: (0,1] — (0, 2],

h(t) = hi(t), t e [tji+1’tji]7 7 € N.

Then h is continuous, increasing and piecewise linear in [a, 1] for all a > 0.
Moreover, h is convex by (6.7). We next show that (6.4) and (6.5) hold true.
First, by (6.6),

. — Jit1 — 1 _
limsup 6(t) > Ji+11tj¢+1 = 2t (Jig1 — 1) tJ > 27 1h(tjz+1)
t—tj, 41 JH—l
for each i > 2. Hence, by (6.8), there exists a point T; near ¢;,,, so that
(6.5) holds true.
Assume then that h(t) < 6(t) for some t € [t;, . ,,t;,], and choose N € N

so that
t t

— < < .
<<y

Then N < jg+1 and ¢ty < t. Since h(ty)/tn < h(t)/t, we have

bty _ Mty _ ty

< .
hlin) < t T N-1

But then
Ajk

tj, —tN

—A
N < Kp_;.

This contradicts the minimality of ji+1 in (6.7). Hence (6.4) holds true.
By using (6.3), (6.4) and (6.5), we finally have, for i € N,

log log 3 + log

L g ® /dt
WT) = Fh(e) T S hE)
< ]0 i_{_e lﬂ
= % nle) " r 00

1 <
0(T) ~

The proof is complete.
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