MAPPINGS OF FINITE DISTORTION: REVERSE
INEQUALITIES FOR THE JACOBIAN
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ABSTRACT. Let f be a non-constant mapping of finite distortion.
We establish integrability results on 1/J; by studying weights that
satisfy a weak reverse Holder inequality where the associated con-
stant can depend on the ball in question. Here J; is the Jacobian
determinant of f.

1. INTRODUCTION

In this paper, we consider the class of mappings of finite distortion.
Let 2 be a domain in R™ (n > 2). We say that a mapping f : Q@ — R"
has finite distortion if f belongs to the Sobolev space VV&;(Q, R™); the
Jacobian determinant Jy = det(Df) of f (D f being the differential ma-
trix of f) is locally integrable in €2, and there is a measurable function
K(x) > 1, finite almost everywhere, such that f satisfies the distortion
inequality

|IDf(z)|" < K(z)Js(2), for almost every z in €.

Notice that when K (x) is bounded, the above conditions imply that
the differential of f is locally n-integrable, and f is a mapping of
bounded distortion in the sense of Reshetnyak [31], or a quasiregular
mapping [32]. These mappings are continuous (i.e. have a continuous
representative) and either constant or both discrete and open. This
means that the pre-image of a point cannot accumulate in €2 and that
f maps open sets to open sets. All these three properties may fail for a
general mapping of finite distortion, but sharp integrability criteria for
the validity of these properties have recently been established, see [4],
[10], [11], [14], [18], [19], [21], [24], [25], [26], [28]. In the setting con-
sidered in this paper our mapping will have all these three properties.

The distortion inequality implies that J;(z) > 0 almost everywhere,
and one can give examples where J; vanishes in a set of positive mea-
sure for a non-constant mapping. Very recently, Koskela and Maly [27]
proved, under sharp integrability conditions on K, that, unless f is
constant, Jp(xz) > 0 almost everywhere. The conditions are the same
as for discreteness and openness.
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In the case of quasiregular mappings, a much stronger statement
holds. Indeed, relying on the fundamental work of Gehring [9], Elcrat
and Meyers [5] and Martio [29] proved the reverse Holder inequality

J} dz) 1/p<C—/Jd
\B|/ ree

for the Jacobian of a quasiregular mapping f. Here B C ¥ CC ), is a
ball and the constant C' will in general depend on 2’ and on the behav-
ior of f on ' (the maximal multiplicity N(f,€’)), and p > 1 depends
on n and the L>-norm of K (z). Thus J; is (locally) a Muckenhoupt
A-weight [30], and so

5% € Lige()
for some € > 0, see [3].

One is then motivated to consider the case of mappings of finite
distortion, and to prove some kind of an integrability result on J; '
based on a suitable reverse inequality of the Jacobian. To this end, let
f € Wh(Q,R") be a mapping with exponentially integrable distortion
K (x), that is, exp(8K) € L{ (Q) for some 3 > 0. Then f is continuous
[18], and elther constant or both discrete and open [24]. Let us recall a
higher integrability result from [6, Theorem 1.1] (see [1], [16], [17] for
the earlier results)

]éJf 10g°‘< T f) dr < C(][Bexp(ﬂK))]éB J;

for every ball B such that 2B CC (). Invoking the doubling property
of the Jacobian of a mapping of finite distortion (see Lemma 5.2) and
using the Jensen inequality we conclude that

(1.1) ]éJfloga< ﬁBFfB Jf ][ fjf,

where ' = C'exp(CK) is an integrable function. Notice that (1.1) is
sort of a reverse inequality. If the function F' is bounded, then (1.1)
implies that J; is an A-weight [8], and thus J;© is locally integrable
for some € > 0. Of course, by our assumption on the distortion function
K(x), we merely have that F' is integrable. This leads us to the study
of non-negative weights that satisfy a reverse inequality such as (1.1),
where the constant is allowed to depend on the ball in question. For
the weights as above, we will prove that there is v > 0 such that

(1.2) log” log(e +1/Jy) € Ly,

see Theorem 3.8. This is an essentially sharp conclusion for such a
weight, and thus no better conclusion can be drawn from the (sharp)
inequality (1.1).

We expect that radial mappings exhibit the extreme integrability
properties of Jf_l. The analysis of such mappings (see Section 6 be-
low) indicates that (1.2) is far from optimal. We are thus led to look
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for reverse inequalities different from (1.1). We establish the reverse

inequality
Fa<ef o o
B 2B B

where F' € Li ,t > 0 and 0 < ¢ < 1, and a certain variant of it. We
again analyze the corresponding weights and prove essentially optimal
results for them.

The following theorem gives our contribution to the integrability of

1/J; under the exponential integrability assumption on K.

Theorem 1.1. Let Q C R” be a domain and let f € WL (Q,R") be a
mapping of finite distortion.
(1) Suppose that n > 3 and that there is > 0 such that exp(GK) €
L (). Then there is s = C(n) > 1 such that

1
1.3 log®1 ——)) € LL.(Q).
( ) exp( 0g Og(€+ Jf(l‘))) S loc( )
(17) Suppose that n = 2, v > 0 and let Q' CC Q be a fized open set.
Then there is a finite constant 5 = C(v,N(f,')) > 0 such that if
exp(BK) € L' () then

2l L 1 !
(1.4) log (¢ + 775) € L)

It seems likely that Theorem 1.1 allows for an analog, where the
exponential integrability is slightly relaxed to the conditions in [26].
We would like to see such an improvement.

If we a priori assume, say, that f € VVI})’:(Q,R”), then already the
p-integrability of its distortion function K (z) for some p > n — 1 im-
plies discreteness and openness for a non-constant mapping. Thus one
expects for a version of Theorem 1.1 under such assumptions. Our

techniques also work in this case and give the following result.

Theorem 1.2. Let Q0 C R"™ be a domain and let € > 0. Suppose that
f € Wl’”(Q,R”) 1s a mapping of finite distortion and suppose that

loc

K € LY '5(Q). Then there is v = v(n) > 0 such that
y N
(1.5) log” log(e + Jf(x)) € Li,.().

As discussed above, the conclusions we draw from the reverse in-
equalities are essentially optimal. However, the integrability results on
1/.J; themselves do not seem to be best possible. It remains to be seen
if new a priori inequalities that would result on better integrability
conclusions can be found.

The paper is organized as follows. In Section 2 we introduce the nec-
essary notation. Section 3 deals with the integrability of non-negative
weights that arise from our approach. We believe that these weights
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may have their own interests. In Section 4 we show by means of exam-
ples that the results from Section 3 are sharp. We continue by applying
the integrability results in Section 5 to mappings of finite distortion.
Finally, in Section 6, we discuss the optimality of the results for map-
pings of finite distortion.

2. PRELIMINARIES

2.1. Notation. We write ||z|| for the Euclidean norm of x € R™ and
denote the Lebesgue measure of a measurable set £ C R" by |E|. By
Q) we will always mean a domain in R",n > 2, i.e. connected open
set. Given two functions F,G : Q — R we write G ~ F' if there is a
constant C' > 1 such that F(z)/C < G(z) < CF(x) for every x € Q.
Let A C R™ be a measurable set and f € L'(A). The average integral

will be denoted by
1
F=m
171

We say that = € 2 is a Lebesgue point of f € L{ (Q) if

lim sup |f(a:)—]£g( )f|:0.

=0, z€B(c,r)

It is well-known that almost every point is a Lebesgue point.

We use the convention that C' denotes some positive constant where
the value of this constant may differ from occur to occur as usual. We
write e.g. C(a,b) to indicate an absolute constant for fixed a and b.

For the convenience of the reader we state here the standard covering
theorem that that we will later employ.

Theorem 2.1 (Vitali). Let B be an arbitrary family of balls in R™ with
sup{diam B : B € B} < c© .
Then there exists a disjoint (at most countable) subfamily { B(z;,r;)} C

B such that
BeB
We say that the distributional Jacobian of f = (f1,..., f,) : Q@ — R"

is equal to the point-wise Jacobian if f € W11(Q,R") and for every
test function ¢ € C§°(§2) we have

/¢J (i, foro s [ /fl @y foseo oy fu))-

2.2. Area formula. We say that a mapping f : 2 — R" satisfies the
Lusin condition N if the implication |E| = 0 = |[f(E)| = 0 holds
for any measurable set £ C €.

We continue with the well-known area formula. Let f € W,bH(Q; R")
and let n be a nonnegative Borel measurable function on R™. The
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multiplicity function N(f,€,y) of f is defined as the number of pre-
images of y under f in €2. Without any additional assumption we have

(2.2) / n(f(2)) | J;(x)) dx < / n(y) N(f.0y) dy.

n

This follows from the area formula for Lipschitz mappings and from
the fact that 2 can be exhausted up to a set of measure zero by sets
the restriction to which of f is Lipschitz continuous (see [7]). For the
converse inequality

23 [ NG < [ @)l de

the Lusin condition N should be assumed, the reason for validity is the
same as that for (2.2).

2.3. Topological properties. A mapping f : Q — R” is said to be
discrete if the number of the pre-images of any point of R” is locally
finite in €2, and open if image of every open set is an open set.

If f:Q — R"is continuous, open and discrete and A C 2 is a
compact set then
(2.4) N(f,A) = sup N(f, A,y) < o0

yER™

(see [32, L. Proposition 4.10 (3)]).

2.4. Capacity. For disjoint compact sets £ and F' in a domain U C
R™, we define the conformal capacity of the pair (£, F') by

cap(E, F;U) :inf/ |Vu(z)|" de,
v Ju

where the infimum is taken over all functions u € C'*°(U) which satisfy
u(z) <0 for z € £ and u(z) > 1 for x € F.

We will need the following fundamental property of conformal ca-
pacity. Suppose that E and F' are connected compact sets such that
diam(FE) < dist(E, F), then

o dist(E, F)\ -
(2.5) cap(E, F;R") < C(n) (1og e )
(for this see e.g. [15, Fact 3.1(e)]).

We say that a set E C R” joins two sets A, B C R" if there is a
connected subset of E which intersects both A and B. The following
lemma is standard (see e.g. [13, Theorem 5.9]).

Lemma 2.2. Let E be a connected compact set joining a point a €

R™ to the sphere S(a,r) and F be a connected compact set joining
the sphere S(a,2r) to S(a,4r). Suppose that v € Wh1(B(0,4r)) is
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continuous and satisfies uw > 0 on E and u < 1 on EF. Then for all
n—1<p<n

/ Vul > Clpn)r .
B(a,r)

3. WEIGHTED A,, CONDITIONS

Let Q C R" be a domain, p > 1, ¢ > 0, @ > 0 and let F' € L] (Q).
Motivated by the applications in mappings of finite distortion we study
three classes of non-negative weights w € L{ (2). The first class con-
sists of weights which satisfy

(3.1) (f o <(f Py f

for every ball B such that 2B C (). Weights from the second class
satisfy

(32) of i <en((f Fy)f w

for every ball B such that 2B C (). Finally, weights from the third
class satisty

33 ][JCB log ﬁlBFJCB ) (][ il

for every ball B such that 4B C 2. Without loss of generality, we
will suppose that F' > 1 almost everywhere and therefore fg g =1
Let us note that the fact that F' is integrated over 2B (or 4B) is not
important. In fact, given any fixed constant s > 1, we can replace
JCQ g I by fs 5 I and with obvious minor modifications we can obtain
results similar to those presented below.

Note that if F' is a constant function, then our weights satisfy a
reverse Holder inequality and therefore they belong to the usual Muck-
enhaupt class A, (see [3] and [2]).

Under each of these three conditions we will be able to obtain some
integrability results for the function @ Since the proofs are quite
similar we will give the details only in the first case and then simply
point out the differences in the other cases.

We start with the following easy lemma.

Lemma 3.1. Let 2 C R" be a domain, p > 1, t > 0 and let F' €
L (Q). Suppose that a non-negative weight w € Lloc( ) satisfies (3.1)

loc

for every ball B such that 2B C 2. Set
1/(p—1)
(3.4) a(B) = (2(][ F)”t) o
2B



REVERSE INEQUALITIES FOR THE JACOBIAN 7

Then for every ball B such that 2B C ) we have

(3.5) /w < 2/ w.
B {zeB:w(z)<a(B)fz w}

Proof. Set w(x) = w(x)/ {5 w. We will prove the statement by contra-
diction. Suppose that there is a ball B such that

/ w > 2/ w.
B {zeB:w(z)<a(B)}
Clearly

Bl |B
(3.6) / w:/w—/ o> g8 1Bl
{(@>a(B)} B {B<a(B)} 2 2

Thanks to (3.4) and (3.6) we have

1 1
][ > W P > 2(][ )" = W > (][ F)"
B 1Bl Jia>a(m)} 2B 1Bl JizzaB)) 2B

which gives us a contradiction to (3.1). O

Lemma 3.2. Let 2 C R" be a domain, p > 1, t > 0 and let F' €

Li (). Suppose that a non-negative weight w € L (Q) satisfies (3.2)
for every ball B such that 2B C Q. Set
1/(p—1)
(3.7) a(B) = (2 exp(p(][ F)t)> .
2B

Then for every ball B such that 2B C €2 we have

(3.8) / w <2 / w.
B {zeB:w(z)<a(B)f5 w}

Proof. Supposing that (3.8) is not true we obtain (3.6) (of course a(B)
is now given by (3.7)). Thanks to (3.7) and (3.6) we have

1
][ wP > Qexp(p(][ F)")—: w > exp(p(][ F))
B 2B 1Bl Jiwsa) 2B
which gives us a contradiction with (3.2). O

Lemma 3.3. Let Q C R™ be a domain, « > 0 and let F € Li (Q).

loc

Suppose that a non-negative weight w € L _(Q) satisfies (3.3) for every
ball B such that 4B C (). Set

(3.9) a(B) :]éBFexp((Z(]EB F)3)le.

Then for every ball B such that 4B C £ we have

(3.10) /w < 2/ w.
B {zeB:w(z)<a(B)fz w}
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Proof. Supposing that (3.10) is not true we obtain (3.6) (a(B) is now
given by (3.9)). Therefore (3.9) and (3.6) give us

1

W
wlog*(e + ——=) > — w log®
]é ( :ﬁBF) Bl Jiazas)y (et 3C4B TP

1
>2(f P a>(f Fy
|B| J{o>a(m)} 4B

which gives us a contradiction with (3.3). O

Our goal is to estimate integrals of 1/w. The following lemma will
allow us to make the technically convenient assumption that w be
bounded away from zero. It is easy to see that analogous statements
under conditions (3.2) and (3.3) are also valid.

Lemma 3.4. Let 2 C R" be a domain, p > 1, t > 0 and let F €
Li .(Q). Suppose that a non-negative weight w € Lloc( ) satisfies (3.1)

loc

for every ball B such that 2B C €. Then there is a locally integrable
Junction F such that for every o > 0 the function ws := max{J, w}
satisfies condition (3.1) with F (i.e., F' does not depend on ).

Proof. Fix a ball B. Clearly fB ws > 0 and fB ws > fB w. Therefore
(3.1) and f;, F > 1 imply

P P O\P
/B(%) S/{aceB:w(:c)>6}<Jgu0_w> +/{xEB:w(z)§5}<g> =
<i8l(f r)"+ipr<as(f F)"
U

Inspired by [3, Theorem IV and Theorem V], we establish the fol-
lowing results on the integrability of ﬁ

Theorem 3.5. Let 2 C R™ be a domain, p > 1,t > 0 and let F €

Li (). Suppose that a non-negative weight w € Ly () satisfies (3.1)
for every ball B such that 2B C Q). Then for every ¢ > 0 we have
p—1 1

3.11 log »t ¢ € L. ().

( ) og (6 + w(:v)) loc( )

Proof. First we will assume that there is 6 > 0 such that w > 9. Set

p— 1 1— = 1
=—— f=1—q+e¢e, A(N)=log 2 X and B(\) = ———.
=" 6 q (A) = log (M) Nog A

Clearly we can assume that ¢ is so small that 3 <1 — =.

2q
Fix a ball B such that 2B CC © and fix A > max{1/ f,w,2}. We
claim that

C
(3.12) HzxeB:1l/w(x) > A} < A0 /{xEB w.

a0 <wa}
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To this end, denote S = {z € B : 1/w(x) > A} and let S be the set of
Lebesgue points of w in S (i.e., |S'\ S| = 0). For every s € S we have

lim sup |w(s) —][ w| = 0.
=0 s€B(c,r) B(c,r)

Since w(s) < 1/A < 5w it follows that it is possible to find a ball

B, C B such that

1B < 2.
st
We can use Vitali covering theorem (see Theorem 2.1) for the family
{2B,},c5 to obtain balls B; C B such that

(3.13) S c | J10B; and |{x € B : 1/w(z) > A} \ 5| =0,
B;
(3.14) | | < 2 for every i and
S Ty
(3.15) the balls 2B; are pairwise disjoint.

We will use notation a(B) as in (3.4). Assuming that B is a ball
such that 2B C Q and A(\) < a(B) we obtain

(3.16) |B| <

From (3.13), (3.16), (3.14), (3.15) and (3.5) we have
{z e B:1/w(x) >\ <C(n Z|B|<

<Cn) Y |Bl+Cm) > |B]<

:a(B;)>A(N) i:a(B;)<A(N)
C(p,t
SMZ/ F+20(mA Y. /w<
A i J2Bi i:a(B;)<A(N)
C(p,t,n)

< 7 7 F+C’n)\ / w <
A(/\)q /QB ( ) Z x€B; w:c<aB)fB w}

C(p,t,n, F) /
< 2B L O w,
age - TCA

Ao <ty
which proves (3.12).
Denote E = max{1/ f, w,2}. We multiply both sides of inequality
(3.12) by B()) and integrate with respect to A from E to oo and obtain
that

(3.17) /Oo BO{z € B : 1/w(z) > A}d\ <

E
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< C(p,t,n, F) /EOO f((;))q (n) /EOO B()\))\/{xeB w.

A(A) w(m) }
Set wy(x) = 1/w(x) and dy;(z) = w(z)dz.
We can estimate the left-hand side of inequality (3.17) by

o 1
3.18 € B: > AHdA >
318) [ ole e B > Al >

> C(B) / log' (e + w1 (z))dx — C(B)|B|log' P(e + E) =
{zeB:wi(z)>FE}

1
:Cq,s/ log” (e + —)dx — C(q,¢,|B|, E).
(@) {zeB:1/w(z)>E} ( w(x)) ( Bl £)

Since 3+ ¢ — 5 > 1 we have

> B(\) /°° d\
3.19 A= | —F—— <00
(3.19) /E A(N)e g Aog’timz )

We use substitution \ = A (1 e., A~ Alog' 2 A) in the second term
on the right-hand side of ( 7) to obtain

(3.20) /EOO BOWA u({z € B:wy > ﬁ}m <

<co [

A(E)

< Clg.¢) / () log ™55 wy () dpn () <
{z€B:w1 ( )>ALE)}

—({z € B:wy > A})log 2 A dA <

log” A

c 1
< C(q, 5)/ log? 24 (e + )dx.
{z€B:1/w(z)> L w(z)

>y )
Clearly we can find a constant M big enough such that M > F and
log™ 2 (e + M) is as small as we wish. Combining this with (3.17),
(3.18), (3.19) and (3.20) we arrive at

1
log?~¢(e + ——)dz < C(p.t,e.n, E, |B|, F
0og (€+w<x)) T > (pa €, 10, 7| |7 )+

+C(q, 5)/ log?™* "% (e +
{zeB:1/w(x)

E
x >A(E)}

/{mGB:l/w(x)>E}

1 1
= / log?™¢(e + )dzx.
2 {z€B:1/w(z)>M} U}(I)

Since w > § for some § > 0, all the integrals are finite and we obtain

(3.21)
())d:v<C’p,tn6|B|/ /

< C(p,t,e,n,E,|B|, F)+

log? (e +

/{:pEB:l/w(x)>M}
which implies (3.11).
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Now suppose that w € Li () is arbitrary non-negative weight.

Thanks to Lemma 3.4 we have that (3.21) holds for ws = max{w,d}
and it is easy to check that we can make the constants C' and M
independent on the value of ¢ if ¢ is sufficiently small. Sending ¢ to 0
we obtain the result also for w. O

Remark 3.6. We will need a more explicit form of the constant from
(3.21) later. Namely, if t <1 and ¢ = %pp;tl, by a careful analysis of
the constants in the proof of Theorem 3.5, we otain the estimate

2p-1 1 1
logs »* (e + ——)dz < C(p, n, B,/w t/ F.
/B ( w(:c)) ( B B ) 2B

The following two theorems give the integrability result of 1/w(x)
for the weights w(x) satisfying (3.2) and (3.3), respectively.

Theorem 3.7. Let 0 C R"™ be a domain, p > 1, t > 0 and let F €
L (Q). Suppose that a non-negative weight w € L (Q) satisfies (3.2)

loc

for every ball B such that 2B C ). Then for every ¢ > 0 we have
1 1
logt™°1 — ) e L (D).
0g Og<€ + IU(ZE)) S loc( )
Proof. The proof of this theorem is similar to the proof of Theorem 3.5

and therefore we will not give all the details. Fix a ball B such that
2B CC Q and fix A > max{1/ 5w, 2}. Set

1 1
=1—=+¢, A(\) =logAlog'clog\ and B()\) = .
g t () §A%08 8 ) Mog Aog? log A
Clearly we may assume that ¢ is so small that e < 5;. Since a(B) is
now given by (3.7) we obtain analogously to the proof of (3.17) that

/OO BO{z € B: 1/w(z) > A}d\ <

E

< C(p.t.n, F) /wﬂﬂj(n) /OOB()\)/\/ w,

5 logtt A(N) E {2€B: %5 <uiay}
From 1 — 1/t < 3 we obtain that the first integral on the right hand

side is finite. Similarly to (3.20) we use substitution A = ﬁ (i.e.,

A~ leogjxlogl*5 log 5\) in the second term on the right hand side to
obtain

/EOO BOA m({z € B:wi > ﬁ})d)\ <

1 1
< C(p,t,e)/ logt > log(e + —— )du.
{veBi1/w(z)> 51} w(z)
We can find M big enough to make log™“log(e + M) very small and
therefore analogously to the proof of (3.21) we obtain

1

/ log%‘f log(e + ——)dz < C(p,t,n,s, |B|,/ w,/ F)
{zeB:1/w(z)>M} w(:v) B 2B
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for weights which satisfy w > ¢ for some § > 0. Using an analog of
Lemma 3.4 for weights satisfying (3.2) we obtain the result also for
general weights. O

Theorem 3.8. Let Q2 C R™ be a domain, o > 0 and let F € Li (Q).

loc

Suppose that a non-negative weight w € L _(Q) satisfies (3.3) for every

loc

ball B such that 4B C (). Then for every € > 0 we have
«@ 1
log27°1 — ) e Ll (Q).
0g?2 Og(e + w(x)) S loc( )
Proof. Fix a ball B such that 4B CC Q and fix A > max{1/ {5 w, 2}.
Set

o 1
=1——+4¢, A\ =logAlog' “log A and B(\) = .
b 2 () 54708 & ) Aog A log” log A

Clearly we may assume that € is so small that ¢ < §. Since a(B) is
now given by (3.9) we obtain analogously to the proof of (3.17) that

/oo B[z € B: 1jw(z) > A}d\ <

< Cla,e,n, F) /w BV o /oo B()\)/\/ w,

5 log? A(\) E {z€Bi 5 <oy}

Since an analogof Lemma 3.4 is true for weights satisfying (3.3) we
obtain the result analogously to the proof of Theorem 3.7. U

4. EXAMPLES OF WEIGHTS

The examples in this section show that the results on the integrability
of @ from the last section cannot be essentially improved. Again
we give all the details and computations only in the first case. For
simplicity, we give the examples in the real line; similar examples can

be constructed in higher dimensions.

Example 4.1. Let ¢ > 0, p > 1 and t > 0.There is a weight w :
[—1,1] — (0, 00) which satisfies (3.1) but

Jun

(4.1) /02 logpp;tl%(e + 1/w(z))dz = oo.

Proof. Clearly we can find 6 = §(p,t,€) > 0 small enough such that for
v = pthl — 0 and

-1 1
we have (4.1). We claim that the weight w satisfies (3.1) with the
integrable function F' where

F(z) = Clz| % .
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Fix 0 < a < b < 1. By the substitution ¢t = 1/27 we see that
b 1/b7 1 1
(4.2) / w = —C(’y)/ exp(—s)ds = C(v)(exp Gy T exp —7)
a 1/aY a
We want to verify (3.1) for B = (a,b). We need to distinguish two

cases.

First suppose that
-1 1 —1
(4.3) exp —- < 5 exp .

Since the function w(x) is increasing for small values of x we conclude
from (4.2) and (4.3) that

wn [ scenf jgﬁfj (;ggb_j)p*dx <

w(z) (e gyt Cly.p)
< C py+1 b"r ][ d <
=~ (77 )][ JC w<—exp bW > - b’Y( 71 ]C w b *1)
The function F' is decreasing and therefore
b
@s)  (f Fyzcwaf Pz coaror = .
0B " br(p-1)

From (4.4) and (4.5) we obtain (3.1) in this case.
In the second case we have

—1 1 —1
exp— > — bW

which implies @ ~ b. Therefore w(:v) ~ exp( 1) 5 for every x € (a,b)

which implies
b, \p
a J‘:a w

Hence (3.1) is clearly valid in this case.

Since (3.1) is satisfied for B = (a,b) if 0 < a < b < 1 and everything
is symmetric, it is not difficult to verify it also for the general case (i.e.
—1<a<b<). O

Example 4.2. Let ¢ > 0, p > 1 and t > 0. There is a weight w :
[—1,1] — (0, 00) which satisfies (3.2) but
1
(4.6) /2 log* log(e + 1/w(z))dx = 0o
0
Proof. Clearly we can find § > 0 small enough such that for y =t — 9

and
1 1 1

w(x):exp( exp| |7)e p(|x|7)W

we have (4.6). We claim that (3.2) is satisfied with the integrable
function F(x) = C|z|7/*
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Analogously to the previous example we can show that if 0 < a <
b<1and

1 1 1
(4.7) exp(— exp 5) < éexp(— exp b’Y)
then
(4.8)

[y < § 20 (FroplilerCop iy,

£ w o £ 5a EXP(— exp 57)

w
_ C(v,p) p—1
 p—1)y exp( by )

The remaining computations are similar to those in Example 4.1. [

Example 4.3. Let € > 0 and o > 0. There is a weight w : [—1,1] —
(0, 00) which satisfies (3.3) but
(4.9) /2 log? ¢ log(e + 1/w(x))dz = co.

0
Proof. Clearly we can find § > 0 small enough such that for v = % -0
and

1 1 1
w(z) = exp(— exp z h) exp(W)W

we have (4.9). We claim that (3.2) is satisfied with the integrable
function F(z) = C|z|~*/2.
I[f0<a<b<1and (4.7) then

][fwlog Jch ) S

1) 1
exp(—ex expl = )= C
SC(%oc)][ = log® < + P expy) p(”f)bm) < (70;61)'
o f,w ra P (= exp ) b
Other details can be carried along the similar lines as in the previous
examples. O

5. APPLICATIONS TO MAPPINGS OF FINITE DISTORTION

In this section, we give the proofs of Theorem 1.1 and Theorem 1.2.
We start with an elementary lemma, which will be used in the proof of
Theorem 1.1.

Lemma 5.1. Suppose that A C R™ is an open bounded set and that
h: A — [1,00) is a measurable function. Assume that there is r > 1
and Cy > 0 such that

(5.1) /Ah(m)vdx < exp(Cyy")
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for every v > 1. Then there is s = C(r) > 1 such that

[ xvtoan) <.
Proof. Let a > 1 and set v = ar and
exp(a) .
(5:2) o) =4 (5 | rtElG)]
eXp(q/t%) fort € [(%)a7 OO)

It is not difficult to verify that &, is a convex function and that
(22

(5.3) O (1) = elxpa
—log®t fort € [exp(a), c0).
,ya

t for ¢t € [0, exp(a)]

From Jensen’s inequality, (5.2) and (5.1) we obtain

1
Q>a(][ log® h) S][ ®,(log"h) < —</ _|_/ ) <
A A (AN poge neqzyey S ptoge n(2)e)

1
<expa —i-][ hY <expa+ Wexp(C’wT) < exp(C(Cy, |A])a).
A

Hence (5.3) gives us
/ log® h < C(Cs, |A|)%a* )
A

for every a > 1. We set s =1+ % and compute

/Aexp(logs(h(:c)))d:c = Z l—ll/AlogSl h <

1 s(1-1 =)
< JA[+ Y7 [O(C, AL 10D = [A] 4 Y = < oc.
— - I=1 ’

g

The following lemma gives the doubling property of the Jacobian
Jr of a mapping f of finite distortion. It is a generalization of [12,
Theorem 1.5], which gives the doubling property of the Jacobian of a
quasiregular mapping. The ideas of the proofs are similar.

Lemma 5.2. Let f be a mapping of finite distortion in Q2 C R", n > 2,
and suppose that f is continuous, open and discrete and that f satisfies
the Lusin condition N. Let n —1 < p <n and set t = p/(n —p). Let
A C Q be a compact set and assume that the distortion K(x) satisfies
K e L} (). Then

loc

(5.4)
[ < ctungapesCon N AN K7 [
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for every ball B such that 4B C A.

Proof. Fix aball B centered at z such that 4B C A. Denote U; = f(B),
Uy = f(2B) and Us = f(4B). Since f is open, f(x) is an interior point
of the open connected set U;. Set

(5.5) [ = dist(f(z),0U;) and L = max |f(x) =yl

Next, let £ be a line segment of length [ joining f(z) to OU; and let F
be a line segment in Uz \ B(f(x), L) joining a point in dU, to a point
in OUs. Then f~(F) joins = to B (use [23, Lemma 2.3] for B) and
S7HF) joins 92B to 94B (use [23, Lemma 2.3] for 4B).

Since f satisfies the Lusin condition N we obtain from (2.3) and
(5.5) that

(5.6) / J; > |£(B)] > Cn)I"
Thanks to (2.2), (2.4) and (5.5) we have
(5.7) / Jp < N AN RB)| < CON (AL

If L <2l then (5.6) and (5.7) give us (5.4). In the rest of the proof we
will suppose that L > 2] and therefore (2.5) implies that

(5.8) cap(E, F;R"™) < C(n) (log Z)l_n.

Let w € C*(Us3) be a function such that u(z) < 0 for x € E and
u(z) > 1 for x € F. From (2.2) we have that

59 [ (TOE@I I o < NEA) [ V) dy

The function uo f clearly satisfies all assumptions of Lemma 2.2 for E =
fYFE) and F = f~(F) and thus we obtain from Holder’s inequality
(5.10)

Clomp < [ Vo pp

/ (Vu)(f(2)P|Df ()P da

< ([ 1w B gy ([ ey
/|Vu |”me)dx"(/43](np )5

Thus taking the infimum of all admissible u we obtain from (5.8), (5.9)
and (5.10) that

Clom < (= [ K#5) TN (A g )
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Together with (5.6) and (5.7) this implies (5.4). O

The following lemma provides us with a reverse inequality for the
Jacobian J; of a mapping f with finite distortion, from which we can
deduce the integrability result on 1/J; by the results in Section 3.

Lemma 5.3. Let f be a mapping of finite distortion in Q@ C R", n > 2
and let A C Q) be a compact set. Suppose that f satisfies all assumptions
of Lemma 5.2 and that the distributional Jacobian of f is equal to the
pointwise Jacobian of f. Let n —1 < p < n and sett = p/(n — p).
Assume that the distortion K(x) satisfies K' € L} (). Then

loc

]iJf <C(n,N(f,A))exp(C(p,n, N(f, A))(]gB K')@n).

.(][ Kf)i(][ J )
B B
for every ball B such that 2B C A.

Proof. Fix a ball B = B(xg, s) such that Bys := B(xg,2s) C A. Under
our assumptions on the mapping f, we have the following integral form
of the isoperimetric inequality, namely,

(5.11) / Jydr < C(n) (/aB |Df|"—1d9:)nn1

for almost every radius r < s, where B, is the ball with radius r» and
the same center as By, see [22]. We raise both sides of inequality (5.11)
to the power (n — 1)/n, and integrate with respect to r over (0, s) to
obtain that

(5.12)

: / Jpdx g/ </ dex) " ds<Cn) | |Df" da
2 Bs/2 0 T Bs

We estimate the right-hand side of (5.12) by the distortion inequality

and Holder’s inequality and arrive at
(5.13)

/ D < [ K@) da

Bs

n—1

n—1 nt—nm-+1

< ( K(x)tdx) ’ (/ J;tn":“ dx) ’
Bg s

Thus, we obtain by combining (5.12) and (5.13) that

foapde <ot mrf g,
Bs/2 B B

The lemma follows from the above inequality and Lemma 5.2.
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Proof of Theorem 1.2. Under the assumptions f € VVS)C" and K €
L1 it is known that the mapping f of finite distortion is continuous,
discrete and open and satisfies the condition /N and that distributional
Jacobian of f is equal to the pointwise Jacobian of f (see [10], [18],
28], [24], [25] and [20]).

Let p, n — 1 < p < n, be the number such that t = p/(n — p) =
n — 1+ ¢e. We may use Lemma 5.3 to obtain

nt—t nt—n+1

]éJf < exp(C(e,n, N(f, A))(]gB Kt)tmlw)(]i T )

for every ball B such that 2B C A. Now we may apply Theorem 3.7
to conclude the proof of Theorem 1.2. O

The assumptions of Lemma 5.3 are satisfied also for f in a Sobolev-
Orlicz space which is slightly larger than W™ (see [26] and references
given there for details) and therefore it is possible to obtain the result
of Theorem 1.2 also under this weaker condition.

Proof of Theorem 1.1. Suppose [ is a mapping with exponentially in-
tegrable distortion. Again the known results (see [24], [25], [16], [17],
[20]) tell us that the assumptions of Lemma 5.3 on f are satisfied. Pick
p such that n — 1 < p <n and
nt—n+1 n+1

nt—t  n+1/2

where ¢ = p/(n —p). We claim that for every Cy > 0 and for every ball
B cc Q2 we have

(5.14) eXp(C’l(]{§ Kt)ﬂnil—w) S]é(o(n) + eXp(C’lKﬁ)).

Indeed, there are C5 = C(n) > 0 and Cy = C(n) > 0 such that the
function

Cay for y € [0, C5]
d y) = 1

exp(y®-0) fory > Cj
is continuous and convex and clearly
(5.15) e><p((11(][~ K1) < ®(Cy) + &(CHY ][ K.

B B
From Jensen’s inequality we now obtain
(5.16) o(cyY ][ K') < ][ o(CI VK <
B B

< ][ (D(C3) + exp(CLEK 1)),

B
From (5.15) and (5.16) we deduce (5.14).
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Let v > 0 and find # > 0 such that v = 3151;51 (note that p = C(n) >

1). From Lemma 5.3, elementary inequality and (5.14) we obtain that

]éjf <C(n,N(f,A))exp(C(n,N(f,A)) ][ QL= )
f Ktﬁ(][ By
§<exp( ptf A4)) ][B Kty ) ][ Iy

<(f (€t + e LA et sy

for every ball B such that 2B C A. Forn =2 weset 3 = ¢ and

from (5.17) and Theorem 3.5 for w = J; VP and € = % we conclude
(1.4)
Further let n > 3, 3 > 0 and v > 1 so that ¢ < 1. As before we
obtain from (5.17), Theorem 3.5 and Remark 3.6 that
(5.18)
251 1

log3 o (

(5.17)

Ydx <
B

J7 (x)
§C(ﬁ,n,IBL/BJ}%)%/23(C(n)+exp(wKnll))

for every ball such that 2B C A. Thanks to the elementary inequality

/ exp(CryK77) S/ 1 +/ 1
2B {C1yKn—1<BK} {C1yK"—1>5K}

< [ (ew(sr) + exp<c<cl, a nwﬁ))
2B
we obtain from (5.18), p = C(n) and # = <% that

<

1
/ log” (e + )dz < exp(Coy'* ) for every v > 1 and 2B C A
B Jr(x)

where ngC’(n,ﬂ,N(f,A),|B|,/BJ]%,/QBeXp(ﬁK)).

Therefore our conclusion (1.3) follows from Lemma 5.1. U

6. EXAMPLES OF MAPPINGS OF FINITE DISTORTION
The following lemma can be verified by an elementary calculation.

Lemma 6.1. Let p: (0,00) — (0,00) be a strictly monotone, differen-
tiable function. Then for the mappmg

fx) = || & pllzl]), = #0
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we have for almost every x

D) ~ masef{ 2 |y}

and / )
P (llzDpCll=[)"
|||

Jp(z) ~

Our first example shows us that under the integrability of a power
of K we cannot expect for a better result than

1
log”(e + —) € L*
I
for some v > 0. The positive result from Theorem 1.2 is weaker than
this.

Example 6.2. Let t > 0. There is a mapping of finite distortion
f:B(0,2) — R"™ such that f is Lipschitz continuous, for every e > 0
we have

(6.1) K e L7 <(B(0,2)) and log" (e + ——)dz € L}(B(0,2)),
Jr(x)
1
6.2 but / log*(e + dxr = 0o
(6:2) B(0,1) 2 ‘]f(x))
Proof. Set
n 1
a=-, h(t) = exp(—t—a) and
mhdlzll) - for z #0
= { =l
/(@) {0 for x = 0.

From Lemma 6.1 we see that

1 1
IDf ()] ~ exp(— ) for & # 0
[l Tlaf |1

and therefore f is Lipschitz continuous thanks to lim, o |Df(z)| = 0.
Analogously we obtain

n 1 1
- d thus K ~N—_—
el e *nd thus K@) ~ ereens

for every z # 0. Conditions (6.1) and (6.2) can be now easily verified
by switching to polar coordinates. U

Jp() ~ exp(~

Our second example tells us that, based on the integrability of exp(5K),
one cannot expect for a better result than

exp <C logn%1 (e + ﬁ)) e L’

for some constant C' > 0. Again the positive result obtained from
Theorem 1.1 is not optimal.
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Example 6.3. There is a mapping f of finite distortion defined in
B(0,1/2) and constants ¢y, ca,c3 > 0 such that f is Lipschitz continu-
ous

1
(6.3) exp(c; K) € L'(B(0, 5)) and
1 1
log = LY(B(0, =
exp(ealog™ (¢ + 7)) € L'(BO, ),
(6.4) / exp c310g nl(e+ ! ))da::oo
1y Ji(z)
0,3
Proof. Set
a=_ i T h(t) = exp(—|logt|*) and
rioy = (il fore 0
0 for x = 0.
From Lemma 6.1 we have that
a | log [|z][]t
ID#a)] ~ exp(Jlog e[ ) 5 for o 20

and therefore f is Lipschitz continuous in view of lim, o |Df(x)| = 0.
Analogously we see that

a-1
3y(2)  xp(-nog o LT
and thus K(z) ~ ‘longH‘ a=1)n-1) = —log||z||
for every x # 0. Since (log m)nT_l ~ —log ||z|| it is not difficult to
verify conditions (6.3) and (6.4). O
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