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Abstract

We establish capacity and modulus inequalities for mappings of
finite distortion under minimal regularity assumptions.

1 Introduction

In 1966, Reshetnyak introduced in [24] the class of mappings f ∈ W 1,n
loc (Ω, Rn)

for which

|Df(x)|n ≤ KJ(x, f) a.e. (1)

for some fixed 1 ≤ K < ∞, and called them mappings of bounded distor-

tion. Here Ω ⊂ R
n, Df(x) is the formal differential of f, |Df(x)| is the

operator norm of Df(x) and J(·, f) is the determinant of Df(x). In the

same paper he proved that each such a mapping has a representative which

is Hölder-continuous with exponent 1/K. Subsequently, in 1967, he proved

in [25] the remarkable result that a mapping of bounded distortion, defined

in an open and connected set, is either constant or both open and discrete.

This opened up the way for the study of local properties of these mappings

and of the value distribution theory. One of the key points here was that the
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so-called path lifting can be applied to mappings that are both open and dis-

crete. Relatively soon after the result on openness and discreteness Poletsky

established in 1970 (cf. [23]), relying on the path lifting, the general princi-

ple that the modulus of curve families - a tool crucial in the work on value

distribution - decreases under mappings of bounded distortion. Analogous

capacity inequalities and improvements on the Poletsky inequality were given

by the Finnish school of Martio, Rickman and Väisälä, cf. [22], [21], [28];

they called mappings of bounded distortion quasiregular mappings. Such

inequalities served as the principal tool in Rickman’s deep work on the value

distribution (cf. [27]), including a version of the Picard theorem, and they

also lead to a number of local results.

The assumptions in Reshetnyak’s theorem have recently been relaxed.

First of all, under the requirement that f ∈ W 1,n
loc (Ω, Rn), it suffices to assume

that

|Df(x)|n ≤ K(x)J(x, f) a.e. (2)

with 1 ≤ K ∈ Lp
loc(Ω) for some p > n − 1 when n ≥ 3 and that 1 ≤ K ∈

L1
loc(Ω) in the planar case. For these results see [11], [19], [20], and also

[6]. The standing conjecture is that the borderline case Ln−1
loc (Ω) (or even

something slightly weaker, cf. [10]) suffices in all dimensions. An example

in [2] shows that the exponent of integrability of K cannot be decreased to

any number strictly less than n− 1. Under an additional a priori topological

assumption the sufficiency of K ∈ Ln−1
loc (Ω) has been very recently verified in

[7]. Secondly, there have been attempts to relax the a priori assumption that

f ∈ W 1,n
loc (Ω, Rn). There are serious obstacles here, because the Jacobians of

the smooth approximations to f do not then necessarily converge in L1
loc(Ω) to

the Jacobian of f. Partially motivated by nonlinear elasticity one is tempted

to only assume that

f ∈ W 1,1
loc (Ω, Rn),

that

J(·, f) ∈ L1
loc(Ω),

and that (2) holds for some measurable 1 ≤ K(x), finite almost everywhere.

Mappings like this are called mappings of finite distortion in [8], [12], [14].

The example referred to above demonstrates that also an integrability con-
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dition should be imposed on K. The essentially sharp condition is by now

known (cf. [14]) to be

(A-0) exp(A(K)) ∈ L1
loc(Ω)

with an Orlicz-function A so that

(A-1)

∫ ∞

1

A′(t)

t
dt = ∞,

(A-2) there exists a positive number t0 such that A′(t)t increases to infinity

for t ≥ t0.

We call an infinitely differentiable on (0,∞) and strictly increasing function

A : [0,∞) → [0,∞) with A(0) = 0 and lim
s→∞

A(s) = ∞ an Orlicz function.

For further reference, let us say that a mapping f of finite distortion satisfies

(A) if (A-0), (A-1) and (A-2) hold.

Mappings of finite distortion satisfying (A) have been shown in [14] to

enjoy further regularity conditions. In particular,

(P-0) P (|Df |n) ∈ L1
loc(Ω),

where P is an Orlicz-function that satisfies the conditions:

(P-1)

∫ ∞

1

P (s)

s2
ds = ∞,

(P-2) there exists s0 ∈ (0,∞) such that the function s−
n

n+1 P (s) is increasing

on (s0,∞).

Let us say that a mapping f of finite distortion satisfies (P) if (P-0), (P-1) and

(P-2) hold, with an Orlicz-function P , and if, in addition, K ∈ Lp
loc(Ω) for

some p > n−1. Based on [14], we know that (P) is sufficient for Reshetnyak’s

theorem, i.e. a mapping f of finite distortion that satisfies P in a domain Ω

is continuous and either constant or both open and discrete.

Based on the above extensions of Reshetnyak’s theorem it is then natural

to aim for capacity and modulus inequalities analogous to those in the case

of bounded distortion. Somewhat surprisingly, up to now, such results seem

to have been out of reach.

The original inequalities were based on the facts that the definition of

mappings of bounded distortion implies (and is even equivalent to) a metric
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condition that can be used to control the behavior of one-sided inverses of

f and that the inverse mapping of a quasiconformal mapping (i.e. homeo-

morphic mapping of bounded distortion) is quasiconformal. Thus one uses

analytic information to conclude metric properties, and, in turn, proves fur-

ther analytic consequences of this. In fact, all the proofs we have found in

the literature for inequalities of this type rely on an inequality from [22] that

strongly uses the boundedness of K.

In our more general setting, one can still prove a metric property for our

mappings but this condition is not uniform and not powerful enough to act as

a substitute for the metric condition of quasiconformal mappings. Moreover,

integrability conditions on the distortion of a homeomorphic mapping of

finite distortion do not result in good bounds on the distortion of the inverse

mapping. Thus this approach seems doomed and instead of this we opt

for a direct analytic argument, mimicking the ideas in [1] for the case of

homeomorphic mappings of bounded distortion.

In this paper we establish capacity and modulus inequalities that will

apparently result in a number of applications in the field. At this point we

would like to stress that our approach is new even in the case of mappings

of bounded distortion or quasiregular mappings. To illustrate our results, we

formulate here a special case of our main estimate, an immediate corollary

to it and a consequence of the resulting capacity inequalities. The actual

capacity and modulus inequalities are given in Section 3 and in Section 4.

Theorem 1.1 Suppose that f is a non-constant mapping of finite distortion

that satisfies either (A) or (P). Let U ⊂⊂ Ω, and u ∈ C∞
0 (U); if U is a

normal domain, then it suffices that u ∈ C∞
0 (Ω). Set

gU(y) =
∑

x∈f−1(y)∩U

i(x, f)u(x),

for y ∈ f(U). Then gU ∈ W 1,n(f(U)) and∫
f(U)

|∇gU(y)|n dy ≤ N(f, U)n−1

∫
U

|∇u(x)|nKn−1(x, f) dx.

Above, i(x, f) is the local topological index of f at x and N(f, U) =

sup �{f−1(y) ∩ U : y ∈ R
n} < ∞ is the maximal multiplicity of f in U . A

4



reader familiar with capacity inequalities should immediately notice that this

estimate leads to such inequalities.

Corollary 1.2 Suppose that f is a homeomorphism of finite distortion that

satisfies the assumptions of the preceding theorem. Then f−1 ∈ W 1,n
loc (f(Ω), Rn).

The simple example f(x1, · · · , xn) = (x1, · · · , xn−1, xn|xn|s), s > 0, shows

that (P) cannot be substantially relaxed even when f is Lipschitz. Indeed,

f−1 ∈ W 1,n
loc (Rn) exactly when s < 1/(n − 1). On the other hand, K(x, f) ≤

x−s
n when |xn| < 1, and K(x, f) is locally bounded when |xn| ≥ 1, and thus

K ∈ Lp
loc(R

n), exactly when p < 1/s.

Corollary 1.3 Suppose that f : R
n → R

n is a mapping of finite distortion

that satisfies either (A) or (P) locally. If f omits a set of positive n-capacity,∫ ∞
1

r−1
(
−
∫

B(0,r)
Kn−1

)− 1
n−1

dr = ∞, and
∫

B(0,2r)
Kn−1 ≤ C

∫
B(0,r)

Kn−1, for

some C ≥ 1 and all r ≥ 1, then f is constant.

This conclusion is a kind of a Picard theorem. Again, the assumptions are

very sharp. Indeed, an example from [15] shows that, given any A so that

the integral at (A-1) converges, one can construct a bounded, continuous,

non-constant mapping of finite distortion that satisfies condition (A) for

this A with K ≡ 1 outside a compact set. Moreover, in Section 6 we

show that given any increasing � with �(r) > 0 and �(2r) ≤ C1 �(r), for

r ≥ 1, and so that
∫ ∞
1

dr
r�(r)

< ∞, one can construct a Lipschitz homeomor-

phism f : R
n → Ω′ ⊂⊂ R

n that has locally bounded distortion K satisfying(
−
∫

B(0,r)
Kn−1

) 1
n−1 ≥ C2�(r).

It would be very interesting to know whether the size of the omitted set

in Corollary 1.3 can be reduced. In the forthcoming paper [17] we establish,

in dimensions n ≥ 3, a bound on the injectivity radius of a locally home-

omorphic mapping of finite distortion that satisfies (A). This relies on the

capacity estimates from this paper, and the assumption (A) turns out to

be crucial. Yet another consequence of the capacity inequalities is given in

Section 5 below, where we prove a local modulus of continuity estimate for

mappings of finite distortion that takes the local index into account.
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The paper is organized as follows. We prove our main estimate in Section

2. The basic capacity inequalities are given in Section 3 and the modulus

inequalities in Section 4. Theorem 1.1 and Corollary 1.2 are proven in Section

5. Finally, in Section 6, we prove Corollary 1.3.

2 The main estimate

In this section we will prove our main estimate. In order to prove the capacity

inequalities we will use the fact that functions u ∈ C∞
0 (Ω) can be pushed

forward to a function g : f(Ω) → R. If f is a homeomorphism, then this is

easy: g : f(Ω) → R is given as g = u◦f−1. The situation is more complicated

when f is only assumed to be discrete and open. Openness means that f

maps open sets to open sets and discreteness that the set of preimages of any

point in R
n is finite in each compact subset of Ω.

Suppose that f : Ω → R
n is continuous, discrete and open mapping,

and let U ⊂⊂ Ω be a domain, i.e. U is compact subset of Ω. Assume that

u ∈ C∞
0 (U); in the case that U is a normal domain, i.e. when f(∂U) = ∂f(U),

we only assume that u ∈ C∞
0 (Ω). In fact, u ∈ C∞(U) suffices in this case.

We define a function gU : f(U) → R by setting

gU(y) =
∑

x∈f−1(y)∩U

i(x, f)u(x). (3)

Here i(x, f) is the local topological index of f at x, see [27], [5], or [26]. Our

function gU is continuous, see [22, Lemma 7.6 (4)], [21, Lemma 5.4 (3)] or [27,

proof of Lemma 5.3]. Notice that N(f, U) = sup �{f−1(y)∩U : y ∈ R
n} < ∞

because f is discrete and open and U ⊂⊂ Ω.

Theorem 2.1 Assume that an Orlicz function P satisfies the conditions (P-

1) and (P-2). Let f : Ω → R
n be a non-constant mapping of finite distortion

such that P (|Df |n) ∈ L1
loc(Ω) and KI(·, f) ∈ L1

loc(Ω). Suppose that f is

continuous, discrete, open and sense-preserving, the measure of the branch

set Bf is zero and f satisfies the conditions (N) and (N−1). Let U, u, and

gU be as above. Then gU ∈ W 1,n(f(U)) ∩ C(f(U)) and∫
f(U)

|∇gU(y)|n dy ≤ N(f, U)n−1

∫
U

|∇u(x)|nKI(x, f) dx. (4)
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That the mapping f satisfies the condition (N) means that f maps sets of

Lebesgue measure zero to sets of measure zero. We say that the mapping f

satisfies condition (N−1) if |f−1(E)| = 0 whenever |E| = 0 for a measurable

set E ⊂ R
n. The branch set Bf of f is defined as the set of all x ∈ Ω such

that f is not a local homeomorphism at x. The inner distortion KI is defined

below in (6).

Let D�f(x) denote the n×n-matrix of cofactors of Df(x). Inequality (2)

yields

|D�f(x)|n ≤ K̃(x)J(x, f)n−1 a.e. (5)

where 1 ≤ K̃(x) < ∞. On the other hand, notice that (5) does not imply the

inequality (2); consider e.g f(x1, ..., xn) = (x1, 0, ..., 0). The smallest K̃ ≥ 1

for which (5) holds will be denoted by KI(x, f) and called inner distortion

function:

KI(x, f) =




|D�f(x)|n
J(x,f)n−1 , if J(x, f) �= 0

1, if J(x, f) = 0 and |D�f(x)| = 0

∞, if J(x, f) = 0 and |D�f(x)| �= 0.

(6)

We have the point-wise inequality KI(x, f) ≤ K(x)n−1; see [10, Section 6]

for a detailed discussion.

Using the point-wise inequality KI(x, f) ≤ Kn−1(x), we can replace the

assumption KI ∈ L1
loc(Ω) by K ∈ Ln−1

loc (Ω) and conclude with inequality

(4). Furthermore, applying [14, Proposition 2.5] (see also [12] and [13]) and

[15, Theorem 1.1], we see that all the topological and analytic assumptions

of Theorem 2.1 are fulfilled, provided that the distortion function K is Lp-

integrable for some p > n − 1.

Corollary 2.2 Assume that an Orlicz function P satisfies conditions (P-1)

and (P-2). Let f : Ω → R
n be a non-constant mapping of finite distortion

such that P (|Df |n) ∈ L1
loc(Ω) and K ∈ Lp

loc(Ω), for some p > n−1. Let U, u,

and gU be as above. Then gU ∈ W 1,n(f(U)) ∩ C(f(U)) and∫
f(U)

|∇gU(y)|n dy ≤ N(f, U)n−1

∫
U

|∇u(x)|nKI(x, f) dx. (7)
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Using [13, Lemma 3.2] and [15, Theorem 1.2] we see that the regularity

condition P (|Df |n) ∈ L1
loc(Ω) together with the assumption KI ∈ L1

loc(Ω)

suffice to imply the conditions (N) and (N−1) for homeomorphic mappings

of finite distortion.

Corollary 2.3 Assume that an Orlicz function P satisfies conditions (P-

1) and (P-2). Let f : Ω → Ω′ be homeomorphic and a mapping of finite

distortion such that P (|Df |n) ∈ L1
loc(Ω) and KI ∈ L1

loc(Ω). Then the inverse

map f−1 is of finite distortion and it belongs to the Sobolev class W 1,n(Ω′, Rn).

Proof. Fix Ω′ ⊂⊂ Ω and k ∈ {1, ..., n}. Choosing u(x) = xk in Theorem

2.1, we have ∫
f(Ω′)

|∇f−1
k (y)|n dy ≤

∫
Ω′

KI(x, f) dx. (8)

Combining this with the well-known result (cf. [26, Corollary 1, p. 182])

that homeomorphisms in W 1,n satisfy the condition (N), allows us to use the

change of variables formula to f−1 (see Lemma 2.6) to conclude that∫
Ω′

KI(x, f) dx =

∫
f(Ω′)

KI(f
−1(y), f)J(y, f−1) dy. (9)

Inequalities (8) and (9) imply that

−
∫

B(y,r)

|Df−1(z)|n dz ≤ n −
∫

B(y,r)

KI(f
−1(z), f)J(z, f−1) dz (10)

for each y ∈ f(Ω) and all sufficiently small r > 0. Because f−1 ∈ W 1,n
loc (f(Ω), Rn),

it follows from Hadamard’s inequality that J(·, f−1) ∈ L1
loc(f(Ω)). Thus the

claim follows from (10) by using the Lebesgue differentiation theorem and

(9) which shows that KI(f
−1(·), f)J(·, f−1) ∈ L1

loc(f(Ω)).

In the proof of Theorem 2.1 we will use the following auxiliary result.

Notice that in the case P (t) = t, i.e. when |Df | ∈ Ln
loc(Ω), Proposition 2.4 is

an immediate consequence of Stokes’ theorem and a standard approximation

argument.

Proposition 2.4 Assume that an Orlicz function P satisfies conditions (P-

1) and (P-2). Let f ∈ W 1,1
loc (Ω, Rn) satisfy J(x, f) ≥ 0 a.e. in Ω with

P (|Df |n) ∈ L1
loc(Ω).
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If η ∈ C∞(Ω) and ϕ ∈ C∞(f(Ω)) are so that spt(η(ϕ ◦ f)) ⊂⊂ Ω, then∫
Ω

J(x, f1, ..., fi−1, η(ϕ ◦ f), fi+1, ..., fn) dx = 0 (11)

for all i = 1, ..., n.

The proof of Proposition 2.4 will be based on the following estimate.

Lemma 2.5 Let f ∈ W 1, n2

n+1 (Rn, Rn). Then∣∣∣∣
∫
{M(|Df |

n2
n+1 )(x)≤2t}

J(x, f) dx

∣∣∣∣ ≤ C(n)t
1
n

∫
{|Df(x)|

n2
n+1 >t}

|Df(y)| n2

n+1 dy (12)

for almost every t > 0.

Here the notation M(|Df | n2

n+1 )(x) refers to the usual Hardy-Littlewood

maximal function of |Df | n2

n+1 , defined by the formula

M(|Df | n2

n+1 )(x) = sup
{
−
∫

B(y,r)

|Df | n2

n+1 : x ∈ B(y, r)
}

.

We refer to [3, Proposition 5.1] for the proof of Lemma 2.5.

Proof of Proposition 2.4 Without loss of generality we can assume that

i = 1. Fix Ψ ∈ C∞
0 (Ω) so that Ψ ≡ 1 on the support of η(ϕ ◦ f). By (P-2),

it is clear that (the zero extension of) the mapping

f̃ = (η(ϕ ◦ f), Ψf2, ..., Ψfn) (13)

lies in the Sobolev space W 1,p(Rn, Rn) for all p ∈ [1, n2

n+1
]. Furthermore

P (|Df̃ |n) ∈ L1(Rn). (14)

Using the language of differential forms we can write

J(x, f̃) dx = d(ηϕ(f)) ∧ d(Ψf2) ∧ ... ∧ d(Ψfn)

= d(ηϕ(f)) ∧ d(f2) ∧ ... ∧ d(fn)

= ϕ(f)dη ∧ d(f2) ∧ ... ∧ d(fn) + η
n∑

k=1

∂ϕ

∂yk

dfk ∧ df2 ∧ ... ∧ dfn

= ϕ(f)dη ∧ d(f2) ∧ ... ∧ d(fn) + η
∂ϕ

∂y1

J(x, f) dx. (15)
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In the last identity we used the fact that f ∈ W 1,n−1
loc (Ω, Rn). By [3, Theorem

1.3], we see that J(·, f) ∈ L1
loc(Ω) and so we conclude that

J(·, f̃) ∈ L1(Rn).

Lemma 2.5 gives us the estimate∣∣∣∣
∫
{M(|Df̃ |

n2
n+1 )(x)≤2t}

J(x, f̃) dx

∣∣∣∣ ≤ C(n)t
1
n

∫
{|Df̃(x)|

n2
n+1 >t}

|Df̃(y)| n2

n+1 dy (16)

for almost every t > 0.

If we can show that the right hand side of inequality (16) tends to zero

as t increases to infinity through a sequence in the set [0,∞) \ E, where

H1(E) = 0, Proposition 2.4 follows from (13) and the Lebesgue Dominated

Convergence theorem. Assume that such a sequence cannot be found. Then

there exists δ > 0 and t0 ∈ (0,∞) \ E such that

t
1
n

∫
{|Df̃(x)|

n2
n+1 >t}

|Df̃(y)| n2

n+1 dy ≥ δ

for all t ∈ (t0,∞) \ E. We define an auxiliary function Φ by setting

Φ(t) = t−
1
n

d

dt
[t−1P (t

n+1
n )]

for all t > 0. First we observe that∫ ∞

t0

Φ(t) dt =
P (t

n+1
n )

t
n+1

n

∣∣∣∞
t0

+
1

n

∫ ∞

t0

P (t
n+1

n )

t
n+1

n
+1

≥ −P (t
n+1

n
0 )

t
n+1

n
0

+
1

n + 1

∫ ∞

t
n+1

n
0

P (s)

s2
ds = ∞. (17)

Using Fubini’s Theorem, we have

δ

∫ ∞

t0

Φ(t)dt ≤
∫ ∞

t0

Φ(t)t
1
n

∫
{|Df̃(x)|

n2
n+1 >t}

|Df̃(y)| n2

n+1 dy dt

=

∫
{|Df̃(x)|

n2
n+1 >t0}

|Df̃(y)| n2

n+1

∫ |Df̃(x)|
n2

n+1

t0

t
1
n Φ(t)dtdy

=

∫
{|Df̃(x)|

n2
n+1 >t0}

|Df̃(y)| n2

n+1

(
P (|Df̃(y)|n)

|Df̃(y)| n2

n+1

− P (t
n+1

n
0 )

t0

)

≤
∫

Rn

P (|Df̃(x)|n) dy. (18)
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Because the right hand side of (18) is finite by (14) and the left hand side of

(18) is infinite, we have arrived at a contradiction. The claim follows.

We will also need the following version of the change of variables formula,

for a proof see e.g. [18].

Lemma 2.6 Let Ω ⊂ R
n be an open set and f ∈ W 1,1

loc (Ω, Rn). Suppose that

f satisfies the condition (N). Let E ⊂ Ω be measurable and u : f(E) → R a

measurable function. Then∫
E

u(f(x))|J(x, f)| dx =

∫
Rn

u(y)N(y, f, E) dy (19)

provided that at least one of the integrals makes sense.

Here and what follows we use the standard notation N(y, f, E) = �{x ∈ E :

f(x) = y}.

Proof of Theorem 2.1 We will show that∣∣∣∣
∫

f(U)

gU(y)divϕ(y) dy

∣∣∣∣ ≤ N(f, U)
n−1

n

(∫
U

|∇u|nKI(x, f) dx

) 1
n

(∫
f(U)

|ϕ(y)| n
n−1 dy

)n−1
n

(20)

for every test function ϕ ∈ C∞
0 (f(U), Rn). Using the Hahn-Banach theorem

we see that, if (20) holds for all test functions ϕ, then the claim follows. Here

divϕ denotes the divergence of ϕ, i.e divϕ =
∑n

i=1
∂ϕi

∂yi
.

Fix a point y0 ∈ sptgU \ f(sptu ∩ Bf ∩ U). By [27, I Proposition 4.10],

the set f−1(y0) ∩ sptu ∩ U has only a finite number of elements, say

f−1(y0) ∩ sptu ∩ U = {x1, ..., xk0}.

Of course the set f−1(y0) ∩ sptu ∩ U is non-empty. We will use the notation

of [27]. According to [27, Lemma I 4.9], the xi-component U(xi, f, r0) of

f−1(B(y0, r0)) is a normal domain when r0 > 0 is sufficiently small. More-

over, the diameter of U(xi, f, r0) tends to zero as r0 → 0, by [27, I Lemma

4.9], and so we can choose r0 > 0 so that f
∣∣
U(xi,f,r0)

is injective, for all
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i ∈ {1, ..., k0}. Then the domains U(xi, f, r0) are pairwise disjoint. Choose a

positive number r̃0 ≤ r0 such that

B(y0, r̃0) ∩ f(sptu ∩ U \
k0⋃

j=1

U(xj, f, r0)) = ∅ (21)

and denote U(xi, f, r̃0) by Ui for all i ∈ {1, ..., k0}.
Let G be a component of f−1(B(y0, r̃0)) so that G ∩ sptu ∩ U �= ∅. Then

G ∩ Uj �= ∅, for a (unique) j ∈ {1, ..., k0} by (21). Since f
∣∣
Uj

is injective, we

have B(y0, r̃0) ∩ f(∂Uj) = ∅ and hence D ∩ ∂Uj = ∅. This implies D ⊂ Uj

and so

f−1(B(y0, r̃0)) ∩ sptu ∩ U =

k0⋃
j=1

Uj ∩ sptu ∩ U. (22)

By Vitali Covering Theorem, we find pairwise disjoint balls Bi = Bi(yi, ri)

such that

|(sptgU \ f(Bf ∩ sptu ∩ U)) \
∞⋃
i=1

Bi| = 0 (23)

and satisfying the conclusions obtained for B(y0, r̃0). Especially, f is home-

omorphism from Ui,j = U(xi,j, f, ri) onto Bi, where j = 1, ..., ki, i = 1, 2, ...

and

f−1(yi) ∩ sptu ∩ U = {xi,1, ..., xi,ki
}. (24)

We denote the inverse map of f from Bi onto Ui,j by hi,j.

Fix ϕ ∈ C∞
0 (f(U), Rn). Combining the equation (23) with the assump-

tions that the measure of the branch set of f is zero and that the mapping

f satisfies the condition (N), we have∫
f(U)

gU(y)div ϕ(y) dy =

∫
∪∞

i=1Bi

gU(y)div ϕ(y) dy. (25)

Since i(x, f) = 1 for x ∈ Ω \ Bf (see [27, p. 18]), we find that∫
∪∞

i=1Bi

gU(y)div ϕ(y) dy =
∞∑
i=1

∫
Bi


 ∑

x∈f−1(y)∩U

u(x)


 div ϕ(y) dy. (26)

Here we also used the fact that the balls Bi are pairwise disjoint. Applying

the equations (22) and (24) we conclude that

∞∑
i=1

∫
Bi


 ∑

x∈f−1(y)∩U

u(x)


 div ϕ(y) dy =

∞∑
i=1

ki∑
j=1

∫
Bi

u(hi,j(y))div ϕ(y) dy. (27)
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Using the change of variables formula (19) applied to the functions (u ◦
hi,j) divϕ, we notice that

∞∑
i=1

ki∑
j=1

∫
Bi

u(hi,j(y))div ϕ(y) dy =
∞∑
i=1

ki∑
j=1

∫
Ui,j∩U

u(x)div ϕ(f(x))J(x, f) dx

=

∫
f−1(∪∞

i=1Bi)∩U

u(x)div ϕ(f(x))J(x, f) dx. (28)

The last equation follows from the facts that the sets Ui,j are pairwise disjoint

and that the equation (22) is valid. Combining the equation (23) with the

assumptions that |Bf | = 0 and that the mapping f satisfies the conditions

(N) and (N−1), we find that∫
f−1(∪∞

i=1Bi)∩U

u(x)div ϕ(f(x))J(x, f) dx =

∫
U

u(x)div ϕ(f(x))J(x, f) dx. (29)

Combining the equations (25)-(29) we arrive at∫
f(U)

gU(y)div ϕ(y) dy =

∫
U

u(x)div ϕ(f(x))J(x, f) dx. (30)

Next we will estimate the right hand side term of the equation (30). Fix

l ∈ {1, ..., n}. The product rule together with the chain rule yield

∇(u · ϕl ◦ f)(x) = ϕl(f(x))∇u(x) + u(x)∇ϕl(f(x))Df(x). (31)

Multiplying both sides by the matrix D�f(x) and using Cramer’s rule, for

the case J(x, f) �= 0, we find that

∇(u · ϕl ◦ f)(x)D�f(x) = ϕl(f(x))∇u(x)D�f(x) + u(x)∇ϕl(f(x))J(x, f)I.

(32)

Notice that here we used the assumption that f has finite distortion, which

implies that Df(x) = 0 and so also D�f(x) = 0 for almost every x such that

J(x, f) = 0. Especially we obtain the identity

J(x, f1, ..., fl−1, u · ϕl ◦ f, fl+1, ..., fn) =
〈
∇(u · ϕl ◦ f)D�f |el

〉
=

〈
ϕl(f(x))∇u(x)D�f(x)|el

〉
+ u(x)∂lϕl(f(x))J(x, f). (33)
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Summing over l we find that
n∑

l=1

J(x, f1, ..., fl−1, u · ϕl ◦ f, fl+1, ..., fn) =

〈
ϕ(f(x))|∇u(x)D�f(x)

〉
+ u(x)(divϕ)(f(x))J(x, f). (34)

The function u · (ϕl ◦ f) vanishes on the boundary of U (when U is a normal

domain it suffices to assume that u ∈ C∞
0 (Ω), because the function ϕl ◦ f

vanishes on the boundary of U) and so Proposition 2.4 implies that∣∣∣∣
∫

U

u(x)div ϕ(f(x))J(x, f) dx

∣∣∣∣ =

∣∣∣∣
∫

U

〈
ϕ(f(x))|∇u(x)D�f(x)

〉
dx

∣∣∣∣
≤

∫
U

|ϕ(f(x))||∇u(x)||D�f(x)| dx. (35)

Combining this inequality with the inequality |D�f(x)|n ≤ KI(x, f)J(x, f)n−1,

where the inner dilatation function KI(·, f) is given by the rule (6), we arrive

at∣∣∣∣
∫

U

u(x)div ϕ(f(x))J(x, f) dx

∣∣∣∣ ≤
∫

U

|ϕ(f(x))||∇u(x)|KI(x, f)
1
n J(x, f)

n−1
n dx.

(36)

Applying Hölder’s inequality we finally conclude that∣∣∣∣
∫

U

u(x)div ϕ(f(x))J(x, f) dx

∣∣∣∣ ≤
(∫

U

|∇u(x)|nKI(x, f) dx

) 1
n

×
(∫

U

|ϕ(f(x))| n
n−1 J(x, f)

)n−1
n

≤ N(f, U)
n−1

n

(∫
U

|∇u(x)|nKI(x, f) dx

) 1
n

×
(∫

f(U)

|ϕ(y)| n
n−1 dy

)n−1
n

. (37)

Here we also used the change of variables formula (19). The desired inequality

(20) follows from (30) and (37).

3 Capacity inequalities

Following [22], we call a pair (G, C) a condenser if G ⊂ R
n is a domain and C

is non-empty, compact, and contained in G. Let f : Ω → R
n be a continuous,
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open and discrete mapping. A condenser (G, C) is called a normal condenser

of f provided that G is a normal domain of f . The image (f(G), f(C)) of a

condenser (G, C) in Ω is also a condenser, because f is continuous and open.

Let 0 ≤ ω ∈ L1(G). We define the w-weighted capacity of (G, C) by

setting

Capω(G, C) = inf

{ ∫
D

|∇u(x)|nω(x) dx : u ∈ C∞
0 (G) and u ≥ 1 on C

}
.

Furthermore, when ω ≡ 1, we write Cap(G, C) instead of Cap1(G, C).

Suppose that f : Ω → R
n is a continuous, open and discrete mapping. If

C is a non-empty and compact subset of Ω and y ∈ f(C), then we set

M(y, f, C) =
∑

x∈f−1(y)∩C

i(x, f). (38)

The sum in (38) only has a finite number of terms as f is discrete and C ⊂ Ω

is compact. The number M(f, C) = inf{M(y, f, C) : y ∈ f(C)} is called

the minimal multiplicity of f on C. If U is a normal domain of f , then

M(f, U) = N(f, U) = sup{N(y, f, U) : y ∈ R
n} = sup �{x ∈ U : f(x) = y}.

We refer the reader to [21, Lemma 3.7] for the proof of these facts.

Theorem 3.1 Let (G, C) be a normal condenser in Ω with G ⊂⊂ Ω. Under

the assumptions of Theorem 2.1 or Corollary 2.2, we have

Cap(f(G), f(C)) ≤
CapKI(·,f)(G, C)

N(f, G)
. (39)

Proof. Fix 0 ≤ u ∈ C∞
0 (G) so that u ≥ 1 on C. Define v : f(G) → R by

setting

v(y) =
1

N(f, G)

∑
x∈f−1(y)∩G

i(x, f)u(x). (40)

Let y ∈ f(C). Since M(f, C) = N(f, G) and f is sense-preserving (i.e.

i(x, f) ≥ 1), u(x) ≥ 1 for each x ∈ f−1(u) ∩ C and u ≥ 0, we have

v(y) ≥ 1

N(f, G)

∑
x∈f−1(y)∩C

i(x, f)u(x) ≥ 1

M(f, C)

∑
x∈f−1(y)∩C

i(x, f) ≥ 1.

(41)
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and so v(y) ≥ 1 for all y ∈ f(C). Let us show that f(sptu) = sptv. It is clear

that f({x ∈ Ω : u(x) �= 0}) = {y ∈ f(Ω) : v(y) �= 0}. Since f is continuous,

we have

f(sptu) = f({x ∈ Ω : u(x) �= 0}) = f({x ∈ Ω : u(x) �= 0})
= {y ∈ f(Ω) : v(y) �= 0} = sptv. (42)

Thus sptv ⊂ f(G). Combining this with Theorem 2.1 (or Corollary 2.2) we

conclude that v ∈ W 1,n
0 (f(G))∩C(f(G)). Fix ε > 0 and multiply v by 1+ ε.

Using a standard approximation argument we find ṽε ∈ C∞
0 (f(G)) so that∫

f(G)

|∇ṽε|n ≤ (1 + ε)n

∫
f(G)

|∇v|n + ε

and

ṽε ≥ 1 on f(C).

By Theorem 2.1 (or Corollary 2.2) we find that

Cap(f(G), f(C)) ≤ (1 + ε)n

∫
f(G)

|∇v(x)|ndx + ε

≤ (1 + ε)n

N(f, G)

∫
G

|∇u(x)|nKI(x, f)dx + ε

≤ (1 + ε)n

N(f, G)
CapKI(·,f)(G, C) + ε. (43)

Letting ε → 0, Theorem 3.1 follows.

It also turns out to be important to have capacity inequalities for more

general condensers than normal condensers. The following result provides us

with such estimates.

Theorem 3.2 Under the assumptions of Theorem 2.1 or Corollary 2.2 and

assuming that (G, C) is a condenser so that G ⊂⊂ Ω we have

Cap(f(G), f(C)) ≤
CapKI(·,f)(G, C)

M(f, C)
. (44)

We do not know how to prove Theorem 3.2 directly from our main estimate.

Instead of this we will deduce it from an analogous modulus estimate given

in Section 4. and we will thus postpone its proof to the end of Section 4.

16



4 Modulus inequalities

In this section we establish a very general version of the Poletsky inequality

using our main estimate in Section 2. It gives as a special case both the

Poletsky inequality and the strongest extension of this inequality that we

have been able to find in the literature, the Väisälä inequality.

Theorem 4.1 Suppose that the assumptions of Theorem 2.1 are fulfilled.

Assume that J(x, f) > 0 for a.e. x ∈ Ω. Let Γ be a path family in Ω, Γ′ be

a path family in R
n, and m be a positive integer such that the following is

true. For every path β : I → R
n in Γ′ there are paths α1, ..., αm in Γ such

that f ◦αj ⊂ β for all j and such that for every x ∈ Ω and t ∈ I the equality

αj(t) = x holds for at most i(x, f) indices j. Then

M(Γ′) ≤ MKI(·,f)(Γ)

m
. (45)

Here

M(Γ′) = inf
{ ∫

Rn �n(x)dx : � : R
n → [0,∞) is a Borel function

such that
∫

γ
� ≥ 1 for each γ ∈ Γ′

}
and

MKI(·,f)(Γ) = inf
{ ∫

Rn �n(x)KI(x, f)dx : � : R
n → [0,∞) is a Borel

function such that
∫

γ
� ≥ 1 for each γ ∈ Γ

}
.

Using the point-wise inequality KI(x, f) ≤ Kn−1(x) we can replace the

assumption KI ∈ L1
loc(Ω) with K ∈ Ln−1

loc (Ω). Furthermore, applying [14,

Proposition 2.5] (also see [12], [13]) and [15, Theorem 1.1], we see that the

topological and analytic assumptions of Theorem 2.1 are satisfied provided

that f satisfies (P).

Corollary 4.2 Assume that an Orlicz function P satisfies conditions (P-

1) and (P-2). Let f : Ω → R
n be a mapping of finite distortion such that

P (|Df |n) ∈ L1
loc(Ω) and K ∈ Lp

loc(Ω), for some p > n − 1. Let Γ and Γ′ be

as in Theorem 4.1. Then

M(Γ′) ≤ MKI(·,f)(Γ)

m
. (46)
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We shall not give all details of the proof of Theorem 4.1, because the

inequality is a rather direct consequence of Theorem 2.1 and the proof of

Poletsky’s inequality given in [27]. We will follow the proof in [27] and

only verify the parts which are different in our case. Our terminology and

notation in this section are as in [27] and we also assume that f : Ω → R
n

satisfies the hypothesis of Theorem 2.1. First, we will prove a generalization

of Poletsky’s lemma [27, Poletskii’s lemma 5.1]. The reasons behind this

result are essentially the fact that the local “inverse” maps of f belong to

the Sobolev class W 1,n
loc (f(Ω), Rn) and Fuglede’s theorem [27, Theorem 2.2],

according to which (continuous) Sobolev mappings are absolutely continuous

on modulus a.e. curve. Before we formulate our version of Poletsky’s lemma,

let us recall what it means for f to be absolutely precontinuous on a path (cf.

[27, p. 24]). Let β : I0 → R
n be a closed rectifiable path, and let α : I → Ω

be a path such that f ◦ α ⊂ β. This means that f ◦ α is the restriction

of β to some subinterval of I0. If the length function sβ : I0 → [0, l(β)] is

constant on some interval J ⊂ I, β is also constant on J , and the discreteness

of f implies that also α is constant on J . It follows that there is a unique

mapping α∗ : sβ(I) → Ω such that α = α∗◦(sβ

∣∣
I
). We say that f is absolutely

precontinuous on α if α∗ is absolutely continuous.

Lemma 4.3 Assume that the hypotheses of Theorem 2.1 are fulfilled. Sup-

pose that Γ is a family of paths γ in Ω such that f ◦ γ is locally rectifiable

and there is a closed subpath α of γ on which is not absolutely precontinuous.

Then M(fΓ) = 0.

In order to prove Lemma 4.3 it suffices to establish Lemma 7.2 in [27] under

our assumptions. This will be Lemma 4.4 below. Indeed, combining this

generalization of Lemma 7.2 with [27, proof of 5.1, p. 47], one then concludes

with Lemma 4.3.

Following notations in [27], we fix a domain D ⊂⊂ Ω and set Bk = {x ∈
D : i(x, f) = k}, k ≥ 1. We can choose pairwise disjoint open cubes Qj,

j ∈ N, such that 4
3
Qj ⊂ D \ Bf , f

∣∣
4
3
Qj

is injective, D \ Bf ⊂
⋃∞

j=1 Qj,

and
∑∞

j=1 χ 4
3
Qj

(x) ≤ C(n). We have the homeomorphic inverse mappings

hj : f(4
3
Qj) → 4

3
Qj. By Corollary 2.3, we know that

hj ∈ W 1,n(f(
4

3
Qj), R

n) for all j ∈ N. (47)
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Using the fact (cf. [27, VI Lemma 4.4]) that a homeomorphism g ∈ W 1,p
loc (G, Rn),

p > n − 1, is differentiable a.e in the open set G, we conclude that hj is dif-

ferentiable in a set Aj ⊂ f(4
3
Qj) with |f(4

3
Qj) \ Aj| = 0. We denote the

classical differential of hj by h′
j. We set h′

j = 0 for y ∈ R
n \ Aj and define a

Borel function ρ by setting

ρ = sup
{
|h′

j|χf( 4
3
Qj)

(x) : j ∈ N

}
.

For each point x ∈ Bk there exists a normal neighborhood [27, I Lemma 4.9]

U ⊂ D of x. We cover Bk by such normal neighborhoods Uki, i ∈ N, and let

gki =


 ∑

x∈f−1(y)∩Uki

i(x, f)x1, · · · ,
∑

x∈f−1(y)∩Uki

i(x, f)xn




for all y ∈ f(Uki). By Theorem 2.1 we have that

gki(y) ∈ W 1,n(f(Uki), R
n). (48)

As f ∈ W
1, n2

n+1

loc (Ω, Rn) (by the condition (P-0) and (P-2)) and f is open, f

is differentiable a.e. in Ω (cf. [27, VI Lemma 4.4]). Because also |Bf | = 0,

we can find a set C ⊂ Ω such that |C| = 0, Bf ⊂ C and f is differentiable

a.e. on the set Ω \C. Finally we can fix a set F ⊂ R
n of zero measure which

contains all the points where at least one of hj is not differentiable and which

also contains the set f(C); this is possible because the mapping f satisfies

the condition (N).

Lemma 4.4 Assume that the assumptions of Theorem 2.1 are fulfilled. Let

Γ0 be a family paths γ in D such that either f ◦ γ is unrectifiable or f ◦ γ is

rectifiable and at least one of the following conditions is not true:

1.
∫

f◦γ χF ds = 0.

2.
∫

f◦γ ρds < ∞.

3. If α is a closed subpath of γ and if |α| ⊂ 4
3
Qj, hj is absolutely continuous

on f ◦ α.

4. If α is a closed subpath of γ and if |α| ⊂ Uki, gki is absolutely continuous

on f ◦ α.
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Then M(fΓ0) = 0.

Proof. Since the family of nonrectifiable paths in R
n is of modulus zero

[29, 6.10], we may assume that f ◦ γ is rectifiable for all γ ∈ Γ0. Let Γq,

q = 1, ..., 4, be the family of paths γ ∈ Γ0 for which the condition q. is

not true. Now M(fΓ1) = 0 holds by [29, 33.1] because |F | = 0. Next

M(fΓ3) = 0 = M(fΓ4) follows from (47),(48) and Fuglede’s theorem [27, II

Theorem 2.3]. Using Theorem 2.1 (with u(x) = xk, k = 1, ..., n) we notice

that∫
Rn

[ρ(x)]n dx ≤
∞∑

j=1

∫
f( 4

3
Qj)

|h′
j(y)|ndy ≤ C(n)

∞∑
j=1

∫
4
3
Qj

KI(x, f) dx

≤ C(n)

∫
D

KI(x, f) dx < ∞,

and so M(fΓ2) = 0.

Proof of Lemma 4.3 Following the proof given in [27, proof of 5.1, p.47]

line by line and replacing the conditions (1)-(4) in [27, Lemma 7.2] by the

conditions 1.-4. in Lemma 4.4, we conclude with Lemma 4.3.

Proof of Theorem 4.1 Let C ⊂ Ω be a set of measure zero as given before

Lemma 4.4. As J(x, f) > 0 a.e. in Ω, we may assume that J(x, f) > 0 for

each x ∈ Ω \ C. Since f satisfies condition (N), we find a Borel set B of

measure zero, containing f(C), so that Bf ⊂ f−1(B) = ∅ and so that f is

differentiable at each x ∈ Ω \ f−1(B) with J(x, f) > 0.

We may clearly assume that each β ∈ Γ′ is locally rectifiable, and, because

|B| = 0, we may further assume that∫
β

χB = 0

for each β ∈ Γ′. Owing to Lemma 4.3 we may also assume that if α is a path

in Ω with f ◦ α ⊂ β ∈ Γ′, then f is locally absolutely precontinuous on α.

Let � ≥ 0 be a Borel function with
∫

β
� ≥ 1 for each γ ∈ Γ. Define

σ(x) = �(x)/ min
|h|=1

|Df(x)h|

20



when x ∈ Ω \ f−1(B), and extend σ as zero to the rest of R
n. Set

�′(y) =
1

m
χf(Ω)(y) sup

x∈A
σ(x),

where A runs through over all subset of f−1(y) such that #A ≤ m. Then

�′ ≥ 0 is a Borel function (cf. [27, pp. 49–51]). Moreover, the argument in

[27, pp. 51–52] applies verbatim to yield that∫
β

�′ ≥ 1

for each β ∈ Γ′.

Let (Ωi) be an exhaustion of Ω, and set �i = �χΩi
, σi = σχΩi

, and

�′
i = �′χf(Ωi)

. Suppose y0 ∈ f(Ωi) \ f(Ωi ∩ Bf ). Then there is a connected

neighborhood V of y0 and k inverse mappings gµ : V → Dµ with

Ωi ∩ f−1(V ) =
⋃

{Ωi ∩ Dµ : 1 ≤ µ ≤ k}.

For each y ∈ V, we define a set Ly ⊂ J := {1, · · · , k} as follows. If k ≤ m,

then Ly = J. If k > m, then #Ly = m, and for each µ ∈ Ly, ν ∈ J \ Ly,

either σi(gµ(y)) > σi(gν(y)) or σi(gµ(y)) = σi(gν(y)) and µ > ν. Then

�′
i(y) =

1

m

∑
µ∈Ly

σi(gµ(y))

for y ∈ V. Furthermore, for L ⊂ J, the sets VL = {y ∈ V : Ly = L} are

pairwise disjoint Borel sets. By Hölder’s inequality for series,

[�′
i(y)]n ≤ 1

m

∑
µ∈Ly

σi(gµ(y))n.

Now ∫
VL

[�′
i(y)]n dy ≤ 1

m

∑
µ∈L

∫
VL

(σi ◦ gµ)n. (49)

The change of variables formula (19) yields∫
VL

[�′
i(y)]n dy ≤ 1

m

∑
µ∈L

∫
gµ(VL)

σn
i (x)J(x, f) dx. (50)
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In the set gµ(VL) the Jacobian determinant of f is strictly positive a.e. and

so

KI(x, f) =
|D�f |n

J(x, f)n−1
=

J(x, f)

min|h|=1| |Df(x)h|n ,

for almost every x ∈ gµ(VL). Thus∫
VL

[�′
i(y)]n dy ≤ 1

m

∑
µ∈L

∫
gµVL

�n
i (x)KI(x, f) dx. (51)

As in [27, pp. 51-52 ] we conclude that∫
Rn

[�′
i(y)]n dy ≤ 1

m

∫
Rn

�n
i (x)KI(x, f) dx. (52)

Letting i → ∞, we obtain Theorem 4.1.

We close this section by giving a proof for Theorem 3.2.

Proof of Theorem 3.2 Let (G, C) be a condenser with G ⊂⊂ Ω. Then

(f(G), f(C)) is a condenser in f(Ω). Now

Cap(f(G), f(C)) = M(Γ′), (53)

where Γ′ consists of all paths that join f(C) to ∂f(G) in f(G), see [27, II

Proposition 10.2]. Let β : [a, b) → f(G) be a path in Γ′ so that C∩f−1(β(a))

contains points x1, ..., xk and

k∑
j=1

i(xj, f) ≥ M(f, C).

The theory of path lifting (see [27, I Theorem 3.2]) provides us with a max-

imal sequence of liftings αl : [a, cl) → G of β, 1 ≤ l ≤
∑k

j=1 i(xj, f), starting

at the points x1, ..., xk so that α([0, cj) is not compactly contained G. Denote

the family of all maximal liftings by Γ. It follows that Γ and Γ′ satisfy the

conditions in Theorem 4.1 and Corollary 4.2, and thus we have

M(Γ′) ≤ MKI(·,f)(Γ)

M(f, C)
. (54)

The claim follows, because

MKI(·,f)(Γ) ≤ CapKI(·,f)(G, C), (55)

as in easily seen by considering �(x) = |∇u(x)| for a given test function u

for CapKI(·,f)(G, C).
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5 Proofs of Theorem 1.1 and Corollary 1.2

We will first reduce Theorem 1.1 to Corollary 2.2. We begin with a result

from [14], see lemmas 2.1 and 2.3 there.

Proposition 5.1 Assume that A is an Orlicz function satisfying (A-1) and

(A-2). Then we have the point-wise inequality

P (KJ) ≤ J + exp(A(K)) − 1 (56)

for all K, J ≥ 0, where the Orlicz function P satisfies the integrability con-

dition ∫ ∞

1

P (s)

s2
= ∞ (57)

and also the technical condition that for every ε > 0 we have

(t−1P (t))′ ≤ 0 ≤ (tε−1P (t))′ (58)

for all t ≥ t1(ε,A).

Theorem 1.1 (and Corollary 1.2) follows from Corollary 2.2 (and Corollary

2.3) by noticing that (57) is (P-1) and that (P-2) follows from (58) and that

(A-0) and (A-2) easily guarantee that K ∈ Lp
loc(Ω) for all p < ∞.

The above observation and the results in Section 3 and in Section 4 im-

mediately yield capacity and modulus inequalities. For simplicity, we only

formulate the following result.

Corollary 5.2 Suppose that A is an Orlicz function satisfying (A-1) and

(A-2). Let f : Ω → R
n be a mapping of finite distortion with exp(A(K)) ∈

L1
loc(Ω). If (G, C) is condenser in Ω such that G ⊂⊂ Ω, then

Cap(f(G), f(C)) ≤
CapKI(·,f)(G, C)

M(f, C)
.

Next we establish an upper bound on our weighted capacity. Fix an Orlicz

function A so that A satisfies the conditions (A-1) and (A-2). Pick a positive

number b = b(n,A) such that the function t → exp(A(t
1

n−1 )) is convex on

(b,∞). This is possible by the assumption (A-2), see [16, Lemma 2.4].
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Theorem 5.3 Suppose that

I =

∫
BR

exp(A(K(x))) dx < ∞ (59)

where BR = B(x0, R), and let 0 < r < R/6. Then

CapKn−1(BR, Br) ≤ ωn−1 g(ε)

(∫ R/2

2r

ϕε(s) ds

)1−n

(60)

where the function g : (0, 1
n
) → (1,∞) satisfies lim

ε→0
g(ε) = 1. Furthermore

the function ϕε is given by the rule

ϕε(s) =
1

sA−1
(
log

(
exp(A(b))I

(2εn−1)
ωn−1

n
sn

)) . (61)

Notice that I ≥ |BR| = ωn−1

n
Rn and so

(
exp(A(b))I

(2εn−1)
ωn−1

n
sn

)
> 1 for all s ∈ (0, R].

Moreover, ∫
0

ds

sA−1(log C
sn )

=
1

n

∫ ∞ A′(t)

t
dt = ∞, (62)

and thus CapKn−1(BR, Br) tends to zero when R is fixed and r approaches

zero.

Proof. Without loss of generality, we can assume that x0 = 0. Fix ε ∈ (0, 1
n
)

and write ai,ε = R
2εi for all i ∈ N. Choose k ∈ N so that r ∈ (ak+1,ε, ak,ε]. We

set

K̃(x) =


K(x), K(x) > b

b, K(x) ≤ b.
(63)

Assumption (A-2) implies that there exists t0 = t0(n,A) ∈ (0,∞) (see [16,

Lemma 2.3]) such that the function t → [tA−1(log t−n)] is decreasing on

(0, t0). Using this fact we see the function h : (0, 1
n
) → (0,∞) given by the

rule

sup
i∈{1,...,k−1}

max
ai+1,ε≤t≤ai,ε

ϕε(t)

ϕε(ai+1,ε)
= 1 + h(ε) (64)

has the property

lim
ε→0

h(ε) = 0. (65)
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Define

u(x) =




1 −
∫ |x|

ak,ε
ϕε(s)ds∫ R/2ε

ak,ε
ϕε(s)ds

, ak,ε < |x| < R/2ε

1, |x| ≤ ak,ε

0, |x| ≥ R/2ε.

(66)

Now

∫
BR

|∇u(x)|n[K(x)]n−1 dx ≤
k−1∑
i=1

∫
Bai,ε\Bai+1,ε

|∇u(x)|n[K̃(x)]n−1 dx. (67)

By (64), we find that

∫
BR

|∇u(x)|n[K(x)]n−1 dx ≤


 1 + h(ε)∫ R/2ε

ak,ε
ϕε(s)ds




n
k−1∑
i=1

[ϕε(ai+1,ε)]
n

×|Bai,ε
\ Bai+1,ε

| −
∫

Bai,ε\Bai+1,ε

[K̃(x)]n−1 dx.

Jensen’s inequality applied to the convex function (b,∞) → (0,∞) : τ →
exp(A(τ

1
n−1 )) yields

−
∫

Bai,ε\Bai+1,ε

[K̃(x)]n−1 dx ≤
[
A−1(log(−

∫
Bai,ε\Bai+1,ε

expA(K̃(x))))dx
]n−1

(68)

and computations show that
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∫
BR

|∇u(x)|n[K(x)]n−1 dx ≤


 1 + h(ε)∫ R/2ε

ak,ε
ϕε(s)ds




n

ωn−1

n
(2εn − 1)

×
k−1∑
i=1

[ϕε(ai+1,ε)]
nan

i+1,ε

×
[
A−1

(
log

(
exp(A(b))I

(2εn − 1)ωn−1

n
an

i+1,ε

)) ]n−1

=


 1 + h(ε)∫ R/2ε

ak,ε
ϕε(s)ds




n

ωn−1

n
(2εn − 1)

×
k−1∑
i=1

1

A−1

(
log

(
exp(A(b))I

(2εn−1)
ωn−1

n
an

i+1,ε

))

≤


 1 + h(ε)∫ R/2ε

ak,ε
ϕε(s)ds




n

ωn−1

n

2εn − 1

2ε − 1

∫ R/2ε

ak,ε

ϕε(s) ds.

Using the elementary inequalities εa log 2 ≤ 2aε −1 ≤ εa2aε log 2, for a, ε ≥ 0,

we conclude that∫
BR

|∇u(x)|n[K(x)]n−1 dx ≤ ωn−1(1 + h(ε))n2εn

(∫ R/2ε

ak,ε

ϕε(s) ds

)1−n

≤ ωn−1(1 + h(ε))n2εn

(∫ R/2

2r

ϕε(s) ds

)1−n

(69)

as desired.

We close this section by giving an essentially sharp local version of a

modulus of continuity for mappings of subexponentially integrable distor-

tion. This result is an immediate consequence of Corollary 5.2, Theorem

5.3, and the following lemma of F. W. Gehring’s [4], and it improves on the

corresponding estimate in [16].

Lemma 5.4 Let (G, C) be a condenser so that G is bounded and C is con-

nected. Then

Cap(G, C) ≥ ωn−1(
log

(
C(n)diamG

diamC

))n−1 . (70)
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Corollary 5.5 Assume that an Orlicz function A satisfies (A-1) and (A-2).

Let f : Ω → R
n be a mapping of finite distortion whose distortion function

satisfies the integrability condition

I =

∫
BR

exp(A(K(x))) dx < ∞,

where BR = B(x0, R) ⊂⊂ Ω. Then, for all small ε > 0, we have

|f(x) − f(y)|
diamf(BR)

≤ C(n)exp
[
− M(f,BR)

1
n−1

1 + ε

∫ R
2

2|x−y|

ds

sA−1
(
log CA,n(ε) nI

ωn−1sn

)]
(71)

whenever x, y ∈ B(x0,
R
10

).

In the special case A(t) = λt, for some λ > 0, the modulus of continuity

estimate (71) reads as

|f(x) − f(y)|
diamf(BR)

≤ CI,n,λ(ε)

[
log

(
nI

ωn−1Rn

)
log

(
nI

ωn−1|x−y|n

)
]λM(f,BR)

1
n−1

n+ε

. (72)

6 Proof of Corollary 1.3

Let us begin by showing that the divergence condition in Corollary 1.3 cannot

be relaxed.

Suppose that we are given a (continuous) function � : [1,∞) → [δ,∞)

where δ > 0 so that �(2r) ≤ C�(r) for all r ≥ 1 and∫ ∞

1

dr

r �(r)
< ∞.

Define

f(x) =
x

|x|

∫ |x|

0

dr

r �̃(r)
, (73)

where �̃(r) = �(r) when r ≥ 1 and �̃(r) = r−
3
2 for 0 < r < 1. Then f is a

Lipschitz continuous homeomorphism of R
n onto a bounded domain and of

locally bounded distortion K with(
−
∫

Br

Kn−1

) 1
n−1

≥ �(r)

C
for r ≥ 1. (74)
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Indeed, a simple computation (see [10, Section 6.5]) shows that

K(x) = �̃(|x|)
∫ |x|

0

dr

r �̃(r)
. (75)

Now we prove Corollary 1.3. Suppose that f is non-constant. Let R > 1

and Bs = B(0, s). By Theorem 3.2 and Corollary 5.2 we know that

Cap(f(BR), f(B1)) ≤ CapKI(·,f)(BR, B1). (76)

Because f is open, f(B(0, 1)) contains a ball. As Cap(Rn \ f(Rn)) > 0, it

follows that

Cap(f(BR), f(B1)) ≥ δ > 0, where δ is independent of R (77)

see [27, III Lemma 2.6]. Thus a contradiction follows if we show that there

is a sequence of functions ui ∈ C∞
0 (Rn) so that ui ≡ 1 on B1 and

lim
i→∞

∫
Rn

|∇ui(x)|nKn−1(x) dx = 0.

It clearly suffices to find Lipschitz continuous functions like this. To this end,

let i ∈ N be large, and define

vi(x) = max

{
0,

∫ 2i

1
r−1

(
−
∫

Br
Kn−1

) −1
n−1

dr −
∫ |x|

1
r−1

(
−
∫

Br
Kn−1

) −1
n−1

dr

∫ 2i

1
r−1

(
−
∫

Br
Kn−1

) −1
n−1

dr

}

and

ui(x) = min{1, vi(x)}.

Write a =
∫ 2i

1
r−1

(
−
∫

Br
Kn−1

) −1
n−1

dr. Then

∫
Rn

|∇ui|nKn−1 ≤ a−n

∫
B2i\B1

Kn−1(x)|x|−n

(
−
∫

B|x|

Kn−1

)− n
n−1

dx

≤ a−n

i∑
k=1

∫
B

2k\B2k−1

Kn−1(x)|x|−n

(
−
∫

B|x|

Kn−1

)− n
n−1

dx

≤ a−n Cn

i∑
k=1

(
−
∫

B
2k−1

Kn−1

)− n
n−1

(
−
∫

B
2k

Kn−1

)
. (78)
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Using the assumption
∫

B
2k

Kn−1 ≤ C
∫

B
2k−1

Kn−1, we conclude that

∫
Rn

|∇ui|nKn−1 ≤ CCn

[∫ 2i

1

r−1

(
−
∫

Br

Kn−1

) −1
n−1

dr

]1−n

, (79)

and the claim follows by letting i tend to infinity.
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